
  
    
  
Chapter 8. Confidence Intervals
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Student Learning Outcomes



 
By the end of this chapter, the student should be able to:

 	Calculate and interpret confidence intervals for one population
mean and one population proportion.

	Interpret the student-t probability distribution as the sample size
changes.

	Discriminate between problems applying the normal and the
student-t distributions.




Introduction



 Suppose you are trying to determine the mean rent of a two-bedroom apartment
in your town. You might look in the classified section of the newspaper, write
down several rents listed, and average them together. You would have obtained a
point estimate of the true mean. If you are trying to determine the percent of times
you make a basket when shooting a basketball, you might count the number of
shots you make and divide that by the number of shots you attempted. In this
case, you would have obtained a point estimate for the true proportion.
 We use sample data to make generalizations about an unknown population. This
part of statistics is called inferential statistics.  The sample data help us to
make an estimate of a population parameter. We realize that the point estimate is
most likely not the exact value of the population parameter, but close to it. After
calculating point estimates, we construct confidence intervals in which we believe
the parameter lies.
 In this chapter, you will learn to construct and interpret confidence intervals. You
will also learn a new distribution, the Student's-t, and how it is used with these
intervals. Throughout the chapter, it is important to keep in mind that the
confidence interval is a random variable. It is the parameter that is
fixed.

 If you worked in the marketing department of an entertainment company, you
might be interested in the mean number of compact discs (CD's) a consumer
buys per month. If so, you could conduct a survey and calculate the sample
mean, , and the sample standard deviation, s. You would use 

to estimate
the population mean and s to estimate the population standard deviation. The
sample mean, , is the point estimate for the population mean, μ. The sample
standard deviation, s, is the point estimate for the population standard deviation,
σ.
 Each of  and 
s is also called a statistic.
 A confidence interval is another type of estimate but, instead of being just one number, it is an interval of numbers.  The interval of numbers is a range of values calculated from a given set of sample data.  The confidence interval is likely to include an unknown population parameter.

 
 Suppose for the CD example we do not
know the population mean μ but we do know that the population standard
deviation is σ=1 and our sample size is 100. Then by the Central Limit
Theorem, the standard deviation for the sample mean is
 .
 The Empirical Rule, which applies to bell-shaped distributions, says that in
approximately 95% of the samples, the sample mean, , will be within two standard
deviations of the population mean μ. For our CD example, two standard deviations
is (2)(0.1) = 0.2. The sample mean 

is likely to be within 0.2 units of μ.
 Because 

is within 0.2 units of μ, which is unknown, then μ is likely to be within 0.2 units
of 

in 95% of the samples. The population mean μ is contained in an interval
whose lower number is calculated by taking the sample mean and subtracting
two standard deviations ((2)(0.1)) and whose upper number is calculated by
taking the sample mean and adding two standard deviations. In other words, μ
is between 

and 

in 95% of all the samples.
 For the CD example, suppose that a sample produced a sample mean . Then the
unknown population mean μ is between
 

and






 We say that we are 95% confident that the unknown population mean number of CDs
is between 1.8 and 2.2. The 95% confidence interval is (1.8, 2.2).
 The 95% confidence interval implies two possibilities. Either the interval (1.8, 2.2)
contains the true mean μ or our sample produced an 

that is not within 0.2 units of
the true mean μ. The second possibility happens for only 5% of all the samples
(100% - 95%).
 Remember that a confidence interval is created for an unknown population parameter
like the population mean, μ. Confidence intervals for some parameters have the form
 (point estimate - margin of error, point estimate + margin of error)
 The margin of error depends on the confidence level or percentage of confidence.
 When you read newspapers and journals, some reports will use the phrase
"margin of error." Other reports will not use that phrase, but include a confidence interval as the point estimate + or - the margin of
error. These are two ways of expressing the same concept.



Although the text only covers symmetric confidence intervals, there are non-symmetric confidence intervals (for example, a confidence interval for the standard deviation).



Optional Collaborative Classroom Activity



 Have your instructor record the number of meals each student in your class eats
out in a week. Assume that the standard deviation is known to be 3 meals.
Construct an approximate 95% confidence interval for the true mean number of
meals students eat out each week.

 	Calculate the sample mean.

	

σ
=
3
 and 
n
=
 the number of students surveyed.

	Construct the interval 





 We say we are approximately 95% confident that the true average number of meals that
students eat out in a week is between __________ and ___________.


8.2. Confidence Interval, Single Population Mean, Population Standard Deviation Known, Normal*


Confidence Intervals: Confidence Interval, Single Population Mean, Population Standard Deviation Known, Normal is part of the collection col10555 written by Barbara Illowsky and Susan Dean with contributions from Roberta Bloom.



	Calculating the Confidence Interval
	Changing the Confidence Level or Sample Size
	Working Backwards to Find the Error Bound or Sample Mean
	Calculating the Sample Size n


Calculating the Confidence Interval



 To construct a confidence interval for a single unknown population mean μ
	 , where
the population standard deviation is known, we need 

as an estimate for μ and we need the
margin of error. Here, the margin of error is called the error bound for a
population mean (abbreviated EBM). The sample mean  

is the point estimate of the unknown population mean μ
 	(point estimate - error bound, point estimate + error bound) or, in symbols,

 The margin of error depends on the
confidence level (abbreviated CL). The confidence level is often considered the probability that the calculated confidence interval estimate will contain the true population parameter. However, it is more accurate to state that the confidence level is the percent of confidence intervals that contain the true population parameter when repeated samples are taken. Most often, it
is the choice of the person constructing the confidence interval to choose a
confidence level of 90% or higher because that person wants to be reasonably certain of his or her 
conclusions.


 There is another probability called alpha ( α).  α is related to the confidence level CL.  α is the probability that the interval does not contain the unknown population parameter.


Mathematically,  α + CL = 1.


Example 8.1. 
 	Suppose we have collected data from a sample. We know the sample mean but we do not know the mean for the entire population. 
	The sample mean is 7 and the error bound for the mean is 2.5.

  
7 and 

EBM
=

2.5.
  The confidence interval is

(
7
–
2.5
,
7
+
2.5
)
; calculating the values gives 

(
4.5
,
9.5
)
.
 If the confidence level (CL) is 95%, then we say that "We estimate with 95% confidence that the true value of the population mean is between 4.5 and 9.5."


 A confidence interval for a population mean with a known standard deviation is
based on the fact that the sample means follow an approximately normal
distribution. Suppose that our sample has a mean of  
and we have constructed the 90% confidence interval (5, 15)
where 

		EBM
		=
		5
	. 
 To get a 90% confidence interval, we must include the central 90% of the probability of the normal distribution. If we include the central 90%, we leave out
a total of  α = 10% in both tails, or 5% in each tail, of the normal distribution. 


  [image: Normal distribution curve with values of 5 and 15 on the x-axis. Vertical upward lines from points 5 and 15 extend to the curve. The confidence interval area between these two points is equal to 0.90.]
 To capture the central 90%, we must go out 1.645 "standard deviations" on either side
of the calculated sample mean.    1.645 is the z-score from a Standard Normal
probability distribution that puts an area of 0.90 in the center, an area of 0.05 in the far left tail, and an area of 0.05 in the far right tail.  
 It is important that the "standard deviation" used must be appropriate for the parameter we are estimating.  So in this section, we need to use the standard deviation that applies to sample means, which is  
  .  



 is commonly called the "standard error of the mean" in order to clearly distinguish the standard deviation for a mean from the population standard deviation   σ .
 In summary, as a result of the Central Limit Theorem:
	
is normally distributed, that is, 






 ~


	  When the population standard deviation  σ  is known, we use a Normal distribution to calculate the error bound.



 
Calculating the Confidence Interval: 
To construct a confidence interval estimate for an unknown population mean, we need data from a random sample.  The steps to construct and interpret the confidence interval are:
 	 Calculate the sample mean  from the sample data. Remember, in this section, we already know the population standard deviation  σ .

	 Find the Z-score that corresponds to the confidence level.

	Calculate the error bound EBM

	Construct the confidence interval

	Write a sentence that interprets the estimate in the context of the situation in the problem.  (Explain what the confidence interval means, in the words of the problem.)



 We will first examine each step in more detail, and then illustrate the process with some examples.
 
Finding z for the stated Confidence Level
When we know the population standard deviation σ, we use a standard normal distribution to calculate the error bound EBM and construct the confidence interval.  We need to find the value of z that puts an area equal to the confidence level (in decimal form) in the middle of the standard normal distribution Z~N(0,1).  
 The confidence level, CL, is 
the area in the middle of the standard normal distribution. 

CL
=
1
–
α
. 
So α is the area that is split equally between the two tails. Each of the tails contains an area
equal to

.
 The z-score that has an area to the right of  is denoted by   

 For example, when 
CL
=
0.95 then  
α
=
0.05 and  ; 
we write
 

 The area to the right of 

				z.025

is 0.025 and the area to the left of 

				z.025

is 1-0.025 = 0.975

  , using a calculator, computer or a Standard Normal probability table.
 Using the TI83, TI83+ or TI84+ calculator: 
invNorm(0.975,0,1)=1.96
 CALCULATOR NOTE: Remember to use area to the LEFT of
 ; in this chapter the last two inputs in the invNorm command are 0,1 because you are using a Standard Normal Distribution Z~N(0,1)
 
EBM: Error Bound 
The error bound formula for an unknown population mean μ when the population standard deviation σ is known is 

 	




 Constructing the Confidence Interval
	The confidence interval estimate has the format 
.



 The graph gives a picture of the entire situation.
 .
  [image: Normal distribution curve displaying the confidence interval formulas and corresponding area formulas.]
 
Writing the Interpretation
The interpretation should clearly state the confidence level (CL), explain what population parameter is being estimated (here, a  population mean), and should state the confidence interval (both endpoints).
"We estimate with ___% confidence that the true population mean (include context of the problem) is between ___ and ___ (include appropriate units)."


Example 8.2. 
 Suppose scores on exams in statistics are normally distributed with an
unknown population mean and a population standard deviation of 3 points. A random sample
of 36 scores is taken and gives a sample mean (sample mean score) of 68. Find a confidence interval estimate for the population mean exam score (the mean score on all exams).
Problem 
 
		 Find a
90% confidence interval for the true (population) mean of statistics exam scores.




  

 (Return to Problem)
 	You can use technology to directly calculate the confidence interval

	The first solution is shown step-by-step (Solution A).

	The second solution uses the TI-83, 83+ and 84+ calculators (Solution B).



 
Solution A



To find the confidence interval, you need the sample mean, 
, and the EBM.
  
	
	
				
	 
						σ
						=
						3
 ; 
						n
						=
						36
 ; The confidence level is 90% (CL=0.90)

 
		CL = 0.90
	
 so 

		α
		=
		1
		–
		CL
		=
		1
		–
		0.90
		=
		0.10
	
 

 The area to the right of 
z.05
 is 0.05 and the area to the left of 
z.05
 is 1−0.05=0.95

  

 using invNorm(0.95,0,1) on the TI-83,83+,84+ calculators. This can also be found using appropriate commands on other calculators, using a computer, or using a probability table for the Standard Normal distribution.
 
		
 
 
 The 90% confidence interval is (67.1775, 68.8225).




 
Solution B
Using a function of the TI-83, TI-83+ or TI-84 calculators:





Press STAT and arrow over to TESTS. 


Arrow down to 7:ZInterval. 


Press ENTER. 


Arrow to Stats and press ENTER. 


Arrow down and enter 3 for

σ, 68 for 
, 36 for 

n, and .90 for C-level. 


Arrow down to Calculate and
press ENTER. 


The confidence interval is (to 3 decimal places) (67.178,
68.822).


















































































 
Interpretation
We estimate with 90% confidence that the true population mean exam score for all statistics students is between 67.18 and 68.82.
 
Explanation of 90% Confidence Level
90% of all confidence intervals constructed in this way contain the true mean statistics exam score. For example, if we constructed 100 of these confidence intervals, we would expect 90 of them to contain the true population mean exam score.



Changing the Confidence Level or Sample Size



 
Example 8.3. Changing the Confidence Level
Problem 
 

 Suppose we change the original problem by using a 95% confidence level. Find a 95% confidence interval for the true (population) mean statistics exam score.  




 (Return to Problem)
 To find the confidence interval, you need the sample mean, 
, and the EBM.
 	
	
				
	 
						σ
						=
						3
 ; 
						n
						=
						36
 ; The confidence level is 95% (CL=0.95)

 
		CL = 0.95
	
 so 

		α
		=
		1
		–
		CL
		=
		1
		–
		0.95
		=
		0.05
	
 
 
 The area to the right of 
z.025
 is 0.025 and the area to the left of 
z.025
 is 1−0.025=0.975

  

 using invnorm(.975,0,1) on the TI-83,83+,84+ calculators. (This can also be found using appropriate commands on other calculators, using a computer, or using a probability table for the Standard Normal distribution.)
 
 
 
 
 
 




 
Interpretation
We estimate with 95 % confidence that the true population mean for all
statistics exam scores is between 67.02 and 68.98. 
 
Explanation of 95% Confidence Level
95% of all
confidence intervals constructed in this way contain the true value of the population mean
statistics exam score.
 
Comparing the results
The 90% confidence interval is (67.18, 68.82). The 95% confidence interval is (67.02, 68.98). The 95% confidence interval is wider. If you look at the graphs, because the area 0.95
is larger than the area 0.90, it makes sense that the 95% confidence interval is wider.
 
	  [image: Normal distribution curve with 0.90 confidence interval area blocked off and corresponding residual areas.](a)

	  [image: Normal distribution curve with 0.95 confidence interval area blocked off and corresponding residual areas.](b)



Figure 8.1. 

 Summary: Effect of Changing the Confidence Level
	Increasing the confidence level increases the error bound, making the confidence interval wider.

	Decreasing the confidence level decreases the error bound, making the confidence interval narrower.





Example 8.4. Changing the Sample Size:
 Suppose we change the original problem to see what happens to the error bound if the sample size is changed.
Problem 
 
   Leave everything the same except the sample size.  Use the original 90% confidence level. What happens to the error bound and the confidence interval if we increase the sample size and use n=100 instead of n=36?  What happens if we decrease the sample size to n=25 instead of n=36? 
 	

	
				

	 
						σ
						=
						3
 ; The confidence level is 90% (CL=0.90)  ;  





 A (Return to Problem)
 If we increase the sample size  n  to 100, we decrease the error bound.
 When 
						n
						=
						100
 :  


 B (Return to Problem)
 If we decrease the sample size  n  to 25, we increase the error bound.

 When 
						n
						=
						25
 :  




 Summary: Effect of Changing the Sample Size
	Increasing the sample size causes the  error bound to decrease, making the confidence interval narrower.

	Decreasing the sample size causes the error bound to increase, making the confidence interval wider.








Working Backwards to Find the Error Bound or Sample Mean



 
Working Bacwards to find the Error Bound or the Sample Mean
When we calculate a confidence interval, we find the sample mean and calculate the error bound and use them to calculate the confidence interval.  But sometimes when we read statistical studies, the study may state the confidence interval only.  If we know the confidence interval, we can work backwards to find both the error bound and the sample mean.

 Finding the Error Bound
	From the upper value for the interval, subtract the sample mean

	OR, From the upper value for the interval, subtract the lower value.  Then divide the difference by 2.



 Finding the Sample Mean
	Subtract the error bound from the upper value of the confidence interval

	OR, Average the upper and lower endpoints of the confidence interval



 Notice that there are two methods to perform each calculation.  You can choose the method that is easier to use with the information you know.
Example 8.5. 
 Suppose we know that a confidence interval is (67.18, 68.82) and we want to find the error bound.  We may know that the sample mean is 68.  Or perhaps our source only gave the confidence interval and did not tell us the value of the the sample mean.

 Calculate the Error Bound:
	If we know that the sample mean is 68:


	If we don't know the sample mean:



 Calculate the Sample Mean:
	If we know the error bound:


	If we don't know the error bound: 






Calculating the Sample Size n



 If researchers desire a specific margin of error, then they can use the error bound formula to calculate the required sample size. 



 The error bound formula for a population mean when the population standard deviation is known is



 The formula for sample size is , found by solving the error bound formula for   n   
 In this formula,   z   is 	, corresponding to the desired confidence level.  A researcher planning a study who wants a specified confidence level and error bound can use this formula to calculate the size of the sample needed for the study.
Example 8.6. 
 
  The population standard deviation for the age of Foothill College students is 15 years. If we want to be 95% confident that the sample mean age is within 2 years of the true population mean age of Foothill College students , how many randomly selected Foothill College students must be surveyed? 



 	From the problem, we know that   
σ=15 and    EBM=2
	z= 
z.025
=
1.96 
, because the confidence level is 95%.


 	
 = 
  =216.09 using the sample size equation.
	 Use n = 217: Always round the answer UP to the next higher integer to ensure that the sample size is large enough.

 Therefore, 217 Foothill College students should be surveyed in order to be 95% confident that we are within 2 years of the true population mean age of Foothill College students.



 **With contributions from Roberta Bloom

8.3. Confidence Interval, Single Population Mean, Standard Deviation Unknown, Student-T*


Confidence Interval, Single Population Mean, Population Standard Deviation Unknown, Student-t is part of the collection col10555 written by Barbara Illowsky and Susan Dean with contributions from Roberta Bloom.



 In practice, we rarely know the population standard deviation. In the past, when the
sample size was large, this did not present a problem to statisticians. They used the
sample standard deviation s as an estimate for σ and proceeded as before to calculate a
confidence interval with close enough results. However, statisticians ran into problems
when the sample size was small. A small sample size caused inaccuracies in the
confidence interval. 
 William S. Gossett (1876-1937) of the Guinness brewery in Dublin, Ireland ran
into this  problem. His experiments with hops and barley produced very few
samples. Just replacing σ with s did not produce accurate results when he tried to
calculate a confidence interval. He realized that he could not use a normal distribution
for the calculation; he found that the actual distribution depends on the sample size. This problem led him to "discover" what is called the Student's-t
distribution. The name comes from the fact that Gosset wrote under the pen name
"Student."
 Up until the mid 1970s, some statisticians used the normal distribution approximation for large
sample sizes and only used the Student's-t distribution for sample sizes of at most 30.
With the common use of graphing calculators and computers, the practice is to use the
Student's-t distribution whenever s is used as an estimate for σ.
 If you draw a simple random sample of size n from a population that has
approximately a normal distribution with mean μ and unknown population
standard deviation σ and calculate the t-score

, then the t-scores follow a Student's-t distribution with n–1 degrees of freedom. The t-score has
the same interpretation as the  z-score. It measures how far  is from its mean μ. For each sample size n, there is a different Student's-t distribution.
 The degrees of freedom, n–1, come from the calculation of the sample standard deviation s. In Chapter 2, we used n deviations  
 to calculate s. Because the
sum of the deviations is 0, we can find the last deviation once we know the
other n–1 deviations. The other n–1 deviations can change or vary freely.
We call the number n–1 the degrees of freedom (df).
 Properties of the Student's-t Distribution
	The graph for the Student's-t distribution is similar to the Standard Normal curve.

	The mean for the Student's-t distribution is 0 and the distribution is symmetric about 0.

	The Student's-t distribution has more probability in its tails than the Standard Normal distribution 
because the spread of the t distribution is greater than the spread of the Standard Normal. So the graph of the Student's-t distribution will be thicker in the tails and shorter in the center than the graph of the Standard Normal distribution.

	 The exact shape of the Student's-t distribution depends on the "degrees of freedom". As the degrees of freedom increases, the graph Student's-t distribution becomes more like the graph of the Standard Normal distribution.

	The underlying population of individual observations is assumed to be normally distributed with unknown population
mean μ and unknown population standard deviation σ. The size of the underlying population is generally not relevant unless it is very small. If it is bell shaped (normal) then the assumption is met and doesn't need discussion. Random sampling is assumed but it is a completely separate assumption from normality.



 Calculators and computers can easily calculate any Student's-t probabilities. The TI-83,83+,84+ have a tcdf function to find the probability for given values of t. The grammar for the tcdf command is tcdf(lower bound, upper bound, degrees of freedom).  However for confidence intervals, we need to use inverse  probability to find the value of t when we know the probability.

 For the TI-84+ you can use the invT command on the DISTRibution menu.
The invT command works similarly to the invnorm.
The invT command requires two inputs:  invT(area to the left, degrees of freedom) The output is the t-score that corresponds to the area we specified.



The TI-83 and 83+ do not have the invT command. (The TI-89 has an inverse T command.)
 A probability table for the Student's-t distribution can also be used.  The table gives t-scores that correspond to the confidence level (column) and degrees of freedom (row). (The TI-86 does not have an invT program or command, so if you are using that calculator, you need to use a probability table for the Student's-t distribution.) When using  t-table, note that some tables are formatted to show the confidence level in the column headings, while the column headings in some tables may show only corresponding area in one or both tails.



A Student's-t table (See the Table of Contents 15. Tables) gives t-scores
given the degrees of freedom and the right-tailed probability. The table is very limited.
Calculators and computers can easily calculate any Student's-t probabilities.
 The notation for the Student's-t distribution is (using T as the random variable) is
	T ~ tdf where df=n–1.

	For example, if we have a sample of size  n=20 items, then we calculate the degrees of freedom as df=n−1=20−1=19 and we write the distribution as T ~ t19 



 If the population standard deviation is  not known,  the error bound for a population mean is:


 	

	
is the t-score with area to the right equal to

	use df=n–1 degrees of freedom

	
s

= sample standard deviation



 The format for the confidence interval is:
 .
 The TI-83, 83+ and 84 calculators have a function that calculates the confidence interval directly.  To get to it,


Press STAT


Arrow over to TESTS.


Arrow down to 8:TInterval and press ENTER (or just press 8).
Example 8.7. 
Problem 
 
		 Suppose you do a study of acupuncture to determine how
effective it is in relieving pain. You measure sensory rates for 15 subjects with
the results given below. Use the sample data to construct a 95% confidence
interval for the mean sensory rate for the population (assumed normal) from
which you took the data.



The solution is shown step-by-step and by using the TI-83, 83+ and 84+ calculators.
 8.6; 9.4; 7.9; 6.8; 8.3; 7.3; 9.2; 9.6; 8.7; 11.4; 10.3; 5.4; 8.1; 5.5; 6.9

	
 (Return to Problem)
 	You can use technology to directly calculate the confidence interval.

	The first solution is step-by-step (Solution A).

	The second solution uses the Ti-83+ and Ti-84 calculators (Solution B).



 
Solution A
To find the confidence interval, you need the sample mean, , and the EBM.
 
 df=15–1=14
 
so

 
 The area to the right of 
t.025
 is 0.025 and the area to the left of 
t.025
 is 1−0.025=0.975

  using invT(.975,14) on the TI-84+ calculator.

 
 
 
 
 The 95% confidence interval is (7.30, 9.15).
 We estimate with 95% confidence  that the true population mean sensory rate is
between 7.30 and 9.15.




 
Solution B
Using a function of the TI-83, TI-83+ or TI-84 calculators:




Press STAT and arrow over to TESTS.


Arrow down to 8:TInterval and press ENTER (or you can just press 8).
Arrow to Data and press ENTER. 


Arrow down to List and enter the list name where you put the data.


Arrow down to Freq and enter 1.


Arrow down to C-level and enter .95


Arrow down to Calculate and press ENTER.


The 95% confidence interval is (7.3006, 9.1527)




When calculating the error bound, a probability table for the Student's-t distribution can also be used to find the value of t.  The table gives t-scores that correspond to the confidence level (column) and degrees of freedom (row); the t-score is found where the row and column intersect in the table. 


 **With contributions from Roberta Bloom



8.4. Confidence Interval for a Population Proportion*


Confidence Interval for a Population Proportion is part of the collection col10555 written by Barbara Illowsky and Susan Dean with contributions from Roberta Bloom.



	Calculating the Sample Size n


 During an election year, we see articles in the newspaper that state confidence intervals
in terms of proportions or percentages. For example, a poll for a particular
candidate running for president might show that the candidate has 40% of the vote
within 3 percentage points. Often, election polls are calculated with 95% confidence.
So, the pollsters would be 95% confident that the true proportion of voters who
favored the candidate would be between 0.37 and 0.43 :  

(
0.40
–
0.03
,
0.40
+
0.03
)
.
 Investors in the stock market are interested in the true proportion of stocks that go up
and down each week. Businesses that sell personal computers are interested in the
proportion of households in the United States that own personal computers.
Confidence intervals can be calculated for the true proportion of stocks that go up or
down each week and for the true proportion of households in the United States that
own personal computers.
 The procedure to find the confidence interval, the sample size, the  error bound, and
the confidence level for a proportion is similar to that for the population mean. The
formulas are different.
 How do you know you are dealing with a proportion problem? First, the
underlying distribution is binomial. (There is no mention of a mean or average.) If
X is a binomial random variable, then X~B(n,p) where n = the number of trials
and
p = the probability of a success. To form a proportion, take X, the random
variable for the number of successes and divide it by n, the number of trials (or the
sample size). The random variable P' (read "P prime") is that proportion,

  
 (Sometimes the random variable is denoted as , read "P hat".)
 When n is large and p is not close to 0 or 1, we can use the normal distribution to approximate the binomial.
 
X ~

 If we divide the random variable by n, the mean by n, and the standard
deviation by n, we get a normal distribution of proportions with P', called the
estimated proportion, as the random variable. (Recall that a proportion = the
number of successes divided by n.)
  ~










































 Using algebra to simplify : 

 P' follows a normal distribution for proportions:

P'
 ~

 The confidence interval has the form (p'–EBP,p'+EBP).
 

 
p'

 = the estimated proportion of successes (p' is a point estimate for p, the true proportion) 
 x = the number of successes. 
 n = the size of the sample
 The error bound for a proportion is

 



 This formula is similar to the error bound formula for a
mean, except that the "appropriate standard deviation" is different. For a mean, when the population standard deviation is known, the appropriate standard deviation that we use is
. For a proportion, the appropriate standard deviation is
.
 However, in the error bound formula, we use 
 as the standard deviation, instead of 
 However, in the error bound formula, the standard deviation is
.
 In the error bound formula, the  sample proportions p' and q' are estimates of the unknown population proportions p and q. The estimated
proportions p' and q' are used because p and q are not known. p' and q' are
calculated from the data. p' is the estimated proportion of successes. q' is the
estimated proportion of failures.
 The confidence interval can only be used if the number of successes 

np' and the number of failures 

nq' are both larger than 5.

For the normal distribution of proportions, the z-score formula is as follows.


 If

P
' ~
 then the z-score formula is

Example 8.8. 
Problem 
 
   Suppose that a market research firm is hired to estimate the percent of adults living in a large city who have cell phones.  500 randomly selected adult residents in this city are surveyed to determine whether they have cell phones. Of
the 500 people surveyed, 421 responded yes - they own cell phones. Using a 95% confidence level, compute a confidence interval estimate for the true
proportion of adults residents of this city who have cell phones.




 Solution
	You can use technology to directly calculate the confidence interval.

	The first solution is step-by-step (Solution A).

	The second solution uses a function of the TI-83, 83+ or 84 calculators (Solution B).





 A (Return to Problem)
 Let X = the number of people in the sample who have cell phones. X is binomial. X ~ .
 To calculate the confidence interval, you must find p', q', and EBP.
 
= the number of successes

=
421


  




   


		p
		'
		=
		0.842      is the sample proportion; this is the point estimate of the population proportion.
 
q
'
=
1
–
p
'
=
1
–
0.842
=
0.158

 Since

CL
=
0.95
, then
.
 Then

 Use the TI-83, 83+ or 84+ calculator command invNorm(0.975,0,1) to find 
z.025
. Remember that the area to the right of 

z.025

 is 0.025 and the area to the left of 
z0.025

 is 0.975. 
  This can also be found using appropriate commands on other calculators, using a computer, or using a Standard Normal probability table.
 
 
p
'
–
EBP
=
0.842
–
0.032
=
0.81

 
p
'
+
EBP
=
0.842
+
0.032
=
0.874

 The confidence interval for the true binomial population proportion is (p'–EBP,p'+EBP) =(0.810,0.874).
 
Interpretation
We estimate with 95% confidence that between 81% and 87.4% of all adult residents of this city have cell phones.
 
Explanation of 95% Confidence Level
95% of the confidence intervals constructed in this
way would contain the true value for the population proportion of all adult residents of this city who have cell phones.




 B (Return to Problem)
 
Using a function of the TI-83, 83+ or 84 calculators:


Press STAT and arrow over to TESTS. 


Arrow down to A:1-PropZint. Press ENTER. 


Arrow down to x and enter 421.


Arrow down to n and enter 500.


Arrow down to C-Level and enter .95.


Arrow down to Calculate and press ENTER. 


The confidence interval is (0.81003, 0.87397).






Example 8.9. 
Problem 
 
   For a class project, a political science student at a large university
wants to estimate the percent of students that are registered voters. He surveys 500
students and finds that 300 are registered voters. Compute a 90% confidence interval
for the true percent of students that are registered voters and interpret the confidence
interval.





 (Return to Problem)
 	You can use technology to directly calculate the confidence interval.

	The first solution is step-by-step (Solution A).

	The second solution uses a function of the TI-83, 83+ or 84 calculators (Solution B).



 
Solution A
x=300 and n=500. 
  
 
		q
		'
		=
		1
		–
		p
		'
		=
		1
		–
		0.600
		=
		0.400
	 
 Since

		CL
		=
		0.90
	, then
. 
  
 Use the TI-83, 83+ or 84+ calculator command invNorm(0.95,0,1) to find 
z.05
. Remember that the area to the right of 

z.05

 is 0.05 and the area to the left of 
z.05

 is 0.95. 
  This can also be found using appropriate commands on other calculators, using a computer, or using a Standard Normal probability table. 
  
 
		p
		'
		–
		EBP
		=
		0.60
		–
		0.036
		=
		0.564
	 




		p
		'
		+
		EBP
		=
		0.60
		+
		0.036
		=
		0.636
	
 
 The confidence interval for the true binomial population proportion is (p'–EBP,p'+EBP) =(0.564,0.636).
 Interpretation:
	We estimate with 90% confidence that the true percent of all students that are registered voters is between 56.4% and 63.6%.

	Alternate Wording: We estimate with 90% confidence that between 56.4% and 63.6% of ALL students are registered voters.



 
Explanation of 90% Confidence Level
90% of all confidence intervals constructed in this way contain the true value for the population percent of students that are registered voters.




 
Solution B
Using a function of the TI-83, 83+ or 84 calculators:



Press STAT and arrow over to TESTS. 


Arrow down to A:1-PropZint. Press ENTER. 


Arrow down to x and enter 300.


Arrow down to n and enter 500.


Arrow down to C-Level and enter .90.


Arrow down to Calculate and press ENTER. 


The confidence interval is (0.564, 0.636).


Calculating the Sample Size n



 
If researchers desire a specific margin of error, then they can use the error bound formula to calculate the required sample size.

 The error bound formula for a population proportion is

 	


	Solving for n gives you an equation for the sample size.

	






Example 8.10. 
 Suppose a mobile phone company wants to determine the current percentage of customers aged 50+ that use text messaging on their cell phone. How many customers aged 50+ should the company survey in order to be 90% confident that the estimated (sample) proportion is within 3 percentage points of the true population proportion of customers aged 50+ that use text messaging on their cell phone. 





 
Solution
From the problem, we know that

EBP=0.03  (3%=0.03) and 



  because the confidence level is 90% 

 However, in order to find n , we need to know the estimated (sample) proportion p'. Remember that q'=1-p'. But, we do not know p' yet. Since we multiply p' and q' together, we make them both equal to 0.5 because p'q'= (.5)(.5)=.25  results in the largest possible product. (Try other products: (.6)(.4)=.24; (.3)(.7)=.21; (.2)(.8)=.16 and so on). The largest possible product gives us the largest n. This gives us a large enough sample so that we can be 90%  confident that we are within 3 percentage points of the true population proportion. To calculate the sample size n, use the formula and make the substitutions.


   gives =751.7
 Round the answer to the next higher value. The sample size should be 752 cell phone customers aged 50+ in order to be 90%  confident that the estimated (sample) proportion is within 3 percentage points of the true population proportion of all customers aged 50+ that use text messaging on their cell phone. 

 **With contributions from Roberta Bloom.




8.5. Summary of Formulas*






 <ext:rule> 
(
lower value
,
upper value
)
=
(
point estimate
–
error bound
,
point estimate
+
error bound
)


</ext:rule> 
 <ext:rule>  OR
 



</ext:rule> 
 <ext:rule> Use the Normal Distribution for Means




 The confidence interval has the format
.

</ext:rule> 
 <ext:rule> Use the Student's-t Distribution with degrees of freedom

df
=
n
–
1
.


</ext:rule>
 <ext:rule> Use the Normal Distribution for a single population proportion




 



 The confidence interval has the format

(
p
'
–
EBP
,
p
'
+
EBP
)
.

</ext:rule> 
 <ext:rule>  is a point estimate for

μ



 
p
'
 is a point estimate for

ρ

 
s
 is a point estimate for

σ


</ext:rule> 

Glossary



	Binomial Distribution
	
      A discrete random variable (RV) which arises from Bernoulli trials. There are a fixed number, n, of independent trials. “Independent” means that the result of any trial (for example, trial 1) does not affect the results of the following trials, and all trials are conducted under the same conditions. Under these circumstances the binomial RV 
X is defined as the number of successes in n trials. The notation is: 

X~ B
  (
  n
  ,
  p
  ). The mean is μ=np
 and the standard deviation is 
. The probability of exactly x successes in n trials is .
    

	Confidence Interval (CI)
	
  An interval estimate for an unknown population parameter. This depends on: 

	The desired confidence level.

	Information that is known about the  distribution (for example, known standard deviation).

	The sample and its size.




    

	Confidence Interval (CI)
	
  An interval estimate for an unknown population parameter. This depends on: 

	The desired confidence level.

	Information that is known about the  distribution (for example, known standard deviation).

	The sample and its size.




    

	Confidence Interval (CI)
	
  An interval estimate for an unknown population parameter. This depends on: 

	The desired confidence level.

	Information that is known about the  distribution (for example, known standard deviation).

	The sample and its size.




    

	Confidence Interval (CI)
	
  An interval estimate for an unknown population parameter. This depends on: 

	The desired confidence level.

	Information that is known about the  distribution (for example, known standard deviation).

	The sample and its size.




    

	Confidence Level (CL)
	
The percent expression for the probability that the confidence interval contains the true population parameter. For example, if the CL=90%, then in 90 out of 100 samples the interval estimate will enclose the true population parameter.
    

	Confidence Level (CL)
	
The percent expression for the probability that the confidence interval contains the true population parameter. For example, if the CL=90%, then in 90 out of 100 samples the interval estimate will enclose the true population parameter.
    

	Confidence Level (CL)
	
The percent expression for the probability that the confidence interval contains the true population parameter. For example, if the CL=90%, then in 90 out of 100 samples the interval estimate will enclose the true population parameter.
    

	Degrees of Freedom (df)
	
The number of objects in a sample that are free to vary.
    

	Error Bound for a Population Mean (EBM)
	
      The margin of error. Depends on the confidence level, sample size, and known or estimated population standard deviation.
    

	Error Bound for a Population Mean (EBM)
	
      The margin of error. Depends on the confidence level, sample size, and known or estimated population standard deviation.
    

	Error Bound for a Population Proportion(EBP)
	
      The margin of error. Depends on the confidence level, sample size, and the estimated (from the sample) proportion of successes.
    

	Inferential Statistics 
	
   Also called statistical inference or inductive statistics. This facet of statistics deals with estimating a population parameter based on a sample statistic. For example, if 4 out of the 100 calculators sampled are defective we might infer that 4 percent of the production is defective.
    

	Normal Distribution
	
   A continuous random variable (RV) with pdf  
, where μ  is the mean of the distribution and σ  is the standard deviation. Notation: X  ~   N
  (μ, σ). If μ=0 and σ=1, the RV is called the standard normal distribution.
    

	Normal Distribution
	
   A continuous random variable (RV) with pdf  
, where μ  is the mean of the distribution and σ  is the standard deviation. Notation: X  ~   N
  (μ, σ). If μ=0 and σ=1, the RV is called the standard normal distribution.
    

	Parameter
	
   A numerical characteristic of the population. 
    

	Point Estimate
	
 A single number computed from a sample and used to estimate a population parameter. 
    

	Standard Deviation
	
A number that is equal to the square root of the variance and measures how far data values are from their mean. Notation: s for sample standard deviation and   σ for population standard deviation.
    

	Student's-t Distribution
	
Investigated and reported by William S. Gossett in 1908 and published under the pseudonym Student. The major characteristics of the random variable (RV) are: 


	It is continuous and assumes any real values. 

	The pdf is symmetrical about its mean of zero. However, it is more spread out and flatter at the apex than the normal distribution. 

	  It approaches the standard normal distribution as n gets larger. 

	  There is a "family" of t distributions: every representative of the family is completely defined by the number of degrees of freedom which is one less than the number of data.





    



Solutions


Chapter 2. Descriptive Statistics



2.1. Descriptive Statistics*






	Student Learning Outcomes
	Introduction


Student Learning Outcomes



 By the end of this chapter, the student should be able to:
 	Display data graphically and interpret graphs: stemplots,
histograms and boxplots.

	Recognize, describe, and calculate the measures of location of data:
quartiles and percentiles.

	Recognize, describe, and calculate the measures of the center of
data: mean, median, and mode.

	Recognize, describe, and calculate the measures of the spread of
data: variance, standard deviation, and range.





Introduction



 Once you have collected data, what will you do with it?  Data can be described and presented in many different formats.  For example, suppose you are interested in buying a house in a particular area.   You may have no clue about the house prices, so you might ask your real estate agent to give you a sample data set of prices.  Looking at all the prices in the sample often is overwhelming.  A better way might be to look at the median price and the variation of prices.  The median and variation are just two ways that you will learn to describe data.  Your agent might also provide you with a graph of the data.  
 In this chapter, you will study numerical and graphical ways to describe and display your data. This area of statistics is called "Descriptive Statistics".  You will learn to calculate, and even more importantly, to interpret these measurements and graphs.


2.2. Displaying Data*


This module provides a brief introduction into the ways graphs and charts can be used to provide visual representations of data.



 A statistical graph is a tool that helps you learn about the shape or distribution of a sample.  The graph can be a more effective way of presenting data than a mass of numbers because we can see where data clusters and where there are only a few data values. Newspapers and the Internet use graphs to show trends and to enable readers to compare facts and figures quickly.
 Statisticians often graph data first to get a picture of the data.  Then, more formal tools may be applied.
 Some of the types of graphs that are used to summarize and organize data are the dot plot, the bar chart, the histogram, the stem-and-leaf plot, the frequency polygon (a type of broken line graph), pie charts, and the boxplot. In this chapter, we will briefly look at stem-and-leaf plots, line graphs and bar graphs. Our emphasis will be on histograms and boxplots.

2.3. Histograms*


This module provides an overview of Descriptive Statistics: Histogram as a part of Collaborative Statistics collection (col10522) by Barbara Illowsky and Susan Dean.



	 Optional Collaborative Exercise


 For most of the work you do in this book, you will use a histogram to display the data. One
advantage of a histogram is that it can readily display large data sets. A rule of thumb is to use
a histogram when the data set consists of 100 values or more.
 A histogram consists of contiguous boxes. It has both a horizontal axis and a vertical axis.
The horizontal axis is labeled with what the data represents (for instance, distance from your
home to school). The vertical axis is labeled either Frequency or  relative frequency. The
graph will have the same shape with either label.  The histogram (like the stemplot) can give you the shape of the
data, the center, and the spread of the data. (The next section tells you how to calculate the
center and the spread.)
 The relative frequency is equal to the frequency for an observed value of the data divided by the
total number of data values in the sample. (In the chapter on Sampling and Data, we defined frequency as the number
of times an answer occurs.) If:
 	f = frequency

	n = total number of data values (or the sum of the individual frequencies), and

	RF = relative frequency,



 then:
(2.1)

 For example, if 3 students in Mr. Ahab's English class of 40 students received from 90% to 100%, then,
 
        
            
              
                
                  f
                  =
                  3
                
              
            
            
          
      
    , 
      
        
            
              
                
                  n
                  =
                  40
                
              
            
            
          
      
    , and 
      
    
 Seven and a half percent of the students received 90% to 100%. Ninety percent to 100 % are quantitative measures.
 To construct a histogram, first decide how many bars or intervals, also called classes, represent the data. Many histograms consist of from 5 to 15 bars or classes for clarity. Choose a starting point for the first interval to be
less than the smallest data value. A convenient starting point is a lower value carried out to one more decimal place than the value with the most decimal places. For example, if the value
with the most decimal places is 6.1 and this is the smallest value, a convenient starting point is 6.05 (6.1 - 0.05 = 6.05). We say that 6.05 has
more precision. If the value with the most decimal places is 2.23 and the lowest value is 1.5, a convenient starting point is
1.495 (1.5 - 0.005 = 1.495). If the value with the most decimal places is 3.234 and the lowest value is 1.0, a convenient starting point is 0.9995 (1.0 - .0005 = 0.9995). If all the data happen to be integers and the smallest value is 2, then a convenient starting point is 1.5 (2 - 0.5 = 1.5).  Also, when the starting point and other boundaries are carried to one additional decimal place, no data value will fall on a boundary.
Example 2.1. 
 The following data are the heights (in inches to the nearest half inch) of 100 male
semiprofessional soccer players. The heights are continuous data since height is measured.

 60; 60.5; 61; 61; 61.5

 
63.5; 63.5; 63.5

 
64; 64; 64; 64; 64; 64; 64; 64.5; 64.5; 64.5; 64.5; 64.5; 64.5; 64.5; 64.5


 
66; 66; 66; 66; 66; 66; 66; 66; 66; 66; 66.5; 66.5; 66.5; 66.5; 66.5; 66.5; 66.5; 66.5; 66.5; 66.5; 66.5; 67; 67; 67; 67; 67; 67; 67; 67; 67; 67; 67; 67; 67.5; 67.5; 67.5; 67.5; 67.5; 67.5; 67.5

 
68; 68; 69; 69; 69; 69; 69; 69; 69; 69; 69; 69; 69.5; 69.5; 69.5; 69.5; 69.5

 
70; 70; 70; 70; 70; 70; 70.5; 70.5; 70.5; 71; 71; 71

 
72; 72; 72; 72.5; 72.5; 73; 73.5

 
74


 The smallest data value is 60.  Since the data with the most decimal places has one decimal (for instance, 61.5), we want our starting point to have two decimal places. Since the numbers 0.5, 0.05, 0.005, etc. are convenient numbers, use 0.05 and subtract it from 60, the smallest value, for the convenient starting point.
 60 - 0.05  =  59.95  which is more precise than, say, 61.5 by one decimal place.  The starting point is, then, 59.95.  
 The largest value is 74.  74+ 0.05 = 74.05 is the ending value. 
 Next, calculate the width of each bar or class interval.  To calculate this width, subtract the starting point from the ending value and divide by the number of bars (you must choose the number of bars you desire).  Suppose you choose 8 bars.
(2.2)


We will round up to 2 and make each bar or class interval 2 units wide. Rounding up to 2  is one way to prevent a value from falling on a boundary.  Rounding to the next number is necessary even if it goes against the standard rules of rounding. For this example, using 1.76 as the width would also work.


 The boundaries are:
 	59.95

	59.95 + 2 = 61.95

	61.95 + 2 = 63.95

	63.95 + 2 = 65.95

	65.95 + 2 = 67.95

	67.95 + 2 = 69.95

	69.95 + 2 = 71.95

	71.95 + 2 = 73.95

	73.95 + 2 = 75.95



 The heights 60 through 61.5 inches are in the interval 59.95 - 61.95.  The heights that are 63.5 are in the interval 61.95 - 63.95.  The heights that are 64 through 64.5 are in the interval 63.95 - 65.95.  The heights 66 through 67.5 are in the interval 65.95 - 67.95.  The heights 68 through 69.5 are in the interval 67.95 - 69.95.  The heights 70 through 71 are in the interval 69.95 - 71.95.  The heights 72 through 73.5 are in the interval 71.95 - 73.95.  The height 74 is in the interval 73.95 - 75.95.  
 The following histogram displays the heights on the x-axis and relative frequency on the y-axis.
 [image: Histogram consists of 8 bars with the y-axis in increments of 0.05 from 0-0.4 and the x-axis in intervals of 2 from 59.95-75.95.]


Example 2.2. 
 
The following data are the number of books bought by 50 part-time college students at ABC College.  The number of books is discrete data since books are counted. 

 
1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1

 
2; 2; 2; 2; 2; 2; 2; 2; 2; 2

 
3; 3; 3; 3; 3; 3; 3; 3; 3; 3; 3; 3; 3; 3; 3; 3

 
4; 4; 4; 4; 4; 4

 
5; 5; 5; 5; 5

 
6; 6

 Eleven students buy 1 book.  Ten students buy 2 books.  Sixteen students buy 3 books.  Six students buy 4 books.  Five students buy 5 books.   Two students buy 6 books.
 Because the data are integers, subtract 0.5 from 1, the smallest data value and add 0.5 to 6, the largest data value.  Then the starting point is 0.5 and the ending value is 6.5. 
Problem 
 
  Next, calculate the width of each bar or class interval.  If the data are discrete and there are not too many different values, a width that places the data values in the middle of the bar or class interval is the most convenient.  Since the data consist of the numbers 1, 2, 3, 4, 5, 6 and the starting point is 0.5, a width of one places the 1 in the middle of the interval from 0.5 to 1.5, the 2 in the middle of the interval from 1.5 to 2.5, the 3 in the middle of the interval from 2.5 to 3.5, the 4 in the middle of the interval from _______ to _______, the 5 in the middle of the interval from _______ to _______, and the _______ in the middle of the interval from _______ to _______ .

 (Return to Problem)
 	3.5 to 4.5

	4.5 to 5.5

	6

	5.5 to 6.5







 Calculate the number of bars as follows: 
(2.3)

 where 1 is the width of a bar. Therefore, bars=6.
 The following histogram displays the number of books on the x-axis and the frequency on the y-axis.
 [image: Histogram consists of 6 bars with the y-axis in increments of 2 from 0-16 and the x-axis in intervals of 1 from 0.5-6.5.]


 
Using the TI-83, 83+, 84, 84+ Calculator Instructions
Go to the Appendix (14:Appendix) in the menu on the left.  There are calculator instructions for entering data and for creating a customized histogram.  Create the histogram for Example 2.

 	Press Y=.  Press CLEAR to clear out any equations.

	Press STAT 1:EDIT.  If L1 has data in it, arrow up into the name L1, press CLEAR and arrow down.  If necessary, do the same for L2.

	Into L1, enter 1, 2, 3, 4, 5, 6

	Into L2, enter 11, 10, 16, 6, 5, 2

	Press WINDOW. Make Xmin = .5, Xmax = 6.5, Xscl = (6.5 - .5)/6, Ymin = -1, Ymax = 20, Yscl = 1, Xres = 1

	Press 2nd Y=. Start by pressing 4:Plotsoff ENTER.

	Press 2nd Y=. Press 1:Plot1. Press ENTER. Arrow down to TYPE. Arrow to the 3rd picture (histogram). Press ENTER.

	Arrow down to Xlist: Enter L1 (2nd 1).  Arrow down to Freq.  Enter L2 (2nd 2).

	Press GRAPH

	Use the TRACE key and the arrow keys to examine the histogram.



 Optional Collaborative Exercise



 Count the money (bills and change) in your pocket or purse.  Your instructor will record the amounts.  As a class, construct a histogram displaying the data.  Discuss how many intervals you think is appropriate.  You may want to experiment with the number of intervals.  Discuss, also, the shape of the histogram.

 Record the data, in dollars (for example, 1.25 dollars).
 Construct a histogram.


2.4. Box Plots*






 Box plots or box-whisker plots give a good graphical image of the concentration of the data.  They also show how far from most of the data the extreme values are.  The box plot is constructed from five values: the smallest value, the first quartile, the median, the third quartile, and the largest value.  The median, the first quartile, and the third quartile will be discussed here, and then again in the section on measuring data in this chapter.  We use these values to compare how close other data values are to them.
 The median, a number, is a way of measuring the "center" of the data.  You can think of the median as the "middle value," although it does not actually have to be one of the observed values.  It is a number that separates ordered data into halves.  Half the values are the same number or smaller than the median and half the values are the same number or larger.  For example, consider the following data:
 1; 11.5; 6; 7.2; 4; 8; 9; 10; 6.8; 8.3; 2; 2; 10; 1
 Ordered from smallest to largest:  
 1; 1; 2; 2; 4; 6; 6.8; 7.2; 8; 8.3; 9; 10; 10; 11.5
 The median is between the 7th value, 6.8, and the 8th value 7.2.  To find the median, add the two values together and divide by 2.
(2.4)

 The median is 7.  Half of the values are smaller than 7 and half of the values are larger than 7. 
 Quartiles are numbers that separate the data into quarters.  Quartiles may or may not be part of the data.  To find the quartiles, first find the median or second quartile.  The first quartile is the middle value of the lower half of the data and the third quartile is the middle value of the upper half of the data.  To get the idea, consider the same data set shown above:  
 1; 1; 2; 2; 4; 6; 6.8; 7.2; 8; 8.3; 9; 10; 10; 11.5
 The median or second quartile is 7.  The lower half of the data is 1, 1, 2, 2, 4, 6, 6.8.  The middle value of the lower half is 2. 
 1; 1; 2; 2; 4; 6; 6.8
 The number 2, which is part of the data, is the first quartile.  One-fourth of the values are the same or less than 2 and three-fourths of the values are more than 2.     
 The upper half of the data is 7.2, 8, 8.3, 9, 10, 10, 11.5.  The middle value of the upper half is 9. 
 7.2; 8; 8.3; 9; 10; 10; 11.5
 The number 9, which is part of the data, is the third quartile.  Three-fourths of the values are less than 9 and one-fourth of the values are more than 9.
 To construct a box plot, use a horizontal number line and a rectangular box.  The smallest and largest data values label the endpoints of the axis.  The first quartile marks one end of the box and the third quartile marks the other end of the box.  The middle fifty percent of the data fall inside the box. The "whiskers" extend from the ends of the box to the smallest and largest data values.  The box plot gives a good quick picture of the data.

You may encounter box and whisker plots that have dots marking outlier values. In those cases, the whiskers are not extending to the minimum and maximum values.


 Consider the following data:
 
1;  1;  2;  2;  4;  6;   6.8 ;  7.2;  8;  8.3;  9;  10;  10;  11.5

 
The first quartile is 2, the median is 7, and the third quartile is 9.  The smallest value is 1 and the largest value is 11.5.  The box plot is constructed as follows (see calculator instructions in the back of this book or on the TI web site): 
 [image: Horizontal boxplot's first whisker extends from the smallest value, 1, to the first quartile, 2, the box begins at the first quartile and extends to the third quartile, 9, a vertical dashed line is drawn at the median, 7, and the second whisker extends from the third quartile to the largest value of 11.5.]
 The two whiskers extend from the first quartile to the smallest value and from the third quartile to the largest value.  The median is shown with a dashed line.
Example 2.3. 
 
The following data are the heights of 40 students in a statistics class.

 59; 60; 61; 62; 62; 63; 63; 64; 64; 64; 65; 65; 65; 65; 65; 65; 65; 65; 65; 66; 66; 67; 67; 68; 68; 69; 70; 70; 70; 70; 70; 71; 71; 72; 72; 73; 74; 74; 75; 77
 Construct a box plot:
 
Using the TI-83, 83+, 84, 84+ Calculator  
 	Enter data into the list editor (Press STAT 1:EDIT). If you need to clear the list, arrow up to the name L1, press CLEAR, arrow down.

	Put the data values in list L1. 

	Press STAT and arrow to CALC. Press 1:1-VarStats. Enter L1. 

	Press ENTER

	Use the down and up arrow keys to scroll.



 	Smallest value = 59

	Largest value = 77

	Q1: First quartile = 64.5

	Q2: Second quartile or median= 66

	Q3: Third quartile = 70



 
Using the TI-83, 83+, 84, 84+ to Construct the Box Plot
Go to 14:Appendix for Notes for the TI-83, 83+, 84, 84+ Calculator. 
To create the box plot:

 	Press Y=. If there are any equations, press CLEAR to clear them.

	Press 2nd Y=. 

	Press 4:Plotsoff. Press ENTER

	Press 2nd Y= 

	Press 1:Plot1. Press ENTER.

	Arrow down and then use the right arrow key to go to the 5th picture which is the box plot. Press ENTER.

	Arrow down to Xlist: Press 2nd 1 for L1

	Arrow down to Freq: Press ALPHA. Press 1.

	Press ZOOM.  Press 9:ZoomStat.

	Press TRACE and use the arrow keys to examine the box plot.



 [image: Horizontal boxplot with first whisker extending from smallest value, 59, to Q1, 64.5, box beginning from Q1 to Q3, 70, median dashed line at Q2, 66, and second whisker extending from Q3 to largest value, 77.]
 	a. Each quarter has 25% of the data.
	b. The spreads of the four quarters are 64.5 - 59 = 5.5 (first quarter), 66 - 64.5 = 1.5 (second quarter), 70 - 66 = 4 (3rd quarter), and 77 - 70 = 7 (fourth quarter). So, the second quarter has the smallest spread and the fourth quarter has the largest spread.
	c. Interquartile Range:   IQR = Q3 – Q1 =  70 – 64.5 =5.5.
	d. The interval 59 through 65 has more than 25% of the data so it has more data in it than the interval 66 through 70 which has 25% of the data.
	e. The middle 50% (middle half) of the data has a range of 5.5 inches.

 For some sets of data, some of the largest value, smallest value, first quartile, median, and third quartile may be the same. For instance, you might have a data set in which the median and the third quartile are the same.  In this case, the diagram would not have a dotted line inside the box displaying the median.  The right side of the box would display both the third quartile and the median.  For example, if the smallest value and the first quartile were both 1, the median and the third quartile were both 5, and the largest value was 7, the box plot would look as follows:
 [image: Horizontal boxplot box begins at the smallest value and Q1, 1, until the Q3 and median, 5, no median line is designated, and has its lone whisker extending from the Q3 to the largest value, 7.]


Example 2.4. 
 
Test scores for a college statistics class held during the day are:

 99; 56; 78; 55.5; 32; 90; 80; 81; 56; 59; 45; 77; 84.5; 84; 70; 72; 68; 32; 79; 90
 Test scores for a college statistics class held during the evening are:
 
98; 78; 68; 83; 81; 89; 88; 76; 65; 45; 98; 90; 80; 84.5; 85; 79; 78; 98; 90; 79; 81; 25.5

Problem 
 
 	What are the smallest and largest data values for each data set?  

	What is the median, the first quartile, and the third quartile for each data set?  

	Create a boxplot for each set of data.

	Which boxplot has the widest spread for the middle 50% of the data (the data between 
      the first and third quartiles)?  What does this mean for that set of data in comparison to the other set of data?

	For each data set, what percent of the data is between the smallest value and the first quartile? (Answer: 25%)  the first quartile and the median?  (Answer: 25%)  the median and the third quartile?  the third quartile and the largest value?  What percent of the data is between the first quartile and the largest value?  (Answer:  75%)





 (Return to Problem)
 First Data Set
	Xmin=32

	Q1=56

	M=74.5

	Q3=82.5

	Xmax=99



 Second Data Set
	Xmin=25.5

	Q1=78

	M=81

	Q3=89

	Xmax=98



 [image: Two box plots over a number line from 0 to 100. The top plot shows a whisker from 32 to 56, a solid line at 56, a dashed line at 74.5, a solid line at 82.5, and a whisker from 82.5 to 99. The lower plot shows a whisker from 25.5 to 78, solid line at 78, dashed line at 81, solid line at 89, and a whisker from 89 to 98.]




 The first data set (the top box plot) has the widest spread for the middle 50% of the data.  IQR=Q3–Q1

is 

82.5–56=
26.5

for the first data set and 

89–78=
11

for the second data set.  So, the first set of data has its middle 50% of scores more spread out.
 25% of the data is between M and Q3 and 25% is between Q3 and Xmax.



2.5. Measures of the Location of the Data*


Descriptive Statistics: Measuring the Location of Data explains percentiles and quartiles and is part of the collection col10555 written by Barbara Illowsky and Susan Dean.  Roberta Bloom contributed the section "Interpreting Percentiles, Quartile and the Median."



 The common measures of location are quartiles and percentiles (%iles).  Quartiles are special percentiles. The first quartile, 
 Q1
 is the same as the 25th percentile (25th %ile) and the third quartile, 
 Q3
, is the same as the 75th percentile (75th %ile).  The median, M, is called both the second quartile and the 50th percentile (50th %ile).

Quartiles are given special attention in the Box Plots module in this chapter.


 To calculate quartiles and percentiles, the data must be ordered from smallest to largest.  Recall that quartiles divide ordered data into quarters.  Percentiles divide ordered data into hundredths.  To score in the 90th percentile of an exam does not mean, necessarily, that you received 90% on a test. It means that 90% of test scores are the same or less than your score and 10% of the test scores are the same or greater than your test score.



Percentiles are useful for comparing values.  For this reason, universities and colleges use percentiles extensively. 



Percentiles are mostly used with very large populations.  Therefore, if you were to say that 90% of the test scores are less (and not the same or less) than your score, it would be acceptable because removing one particular data value is not significant. 
 The interquartile range is a number that indicates the spread of the middle half or the middle 50% of the data.  It is the difference between the third quartile (
 Q3
) and the first quartile (
 Q1
).
 
()
 IQR
  =

 Q3

  –

 Q1


 The IQR can help to determine potential  outliers.  A value is suspected to be a potential outlier if it is less than  (1.5)(IQR) below the first quartile or more than (1.5)(IQR) above the third quartile.  Potential outliers always need further investigation.
Example 2.5. 
Problem 
  For the following 13 real estate prices, calculate the IQR  and determine if any prices are outliers.  Prices are in dollars.  (Source: San Jose Mercury News)

 389,950; 230,500; 158,000; 479,000; 639,000; 114,950; 5,500,000; 387,000; 659,000; 529,000; 575,000; 488,800; 1,095,000

 (Return to Problem)
 Order the data from smallest to largest.
 114,950; 158,000; 230,500; 387,000; 389,950; 479,000; 488,800; 529,000; 575,000; 639,000; 659,000; 1,095,000; 5,500,000
 
		M
		=
		488,800
	

 
 
 
 IQR
  =
  649000
  –
  308750
  =
  340250


  
  (
  1.5
  )
  (
  IQR
  )
  =


  (
  1.5
  )
  (
  340250
  )
  =
  510375

 
 
 No house price is less than -201625.  However, 5,500,000 is more than 1,159,375.  Therefore, 5,500,000 is a potential outlier.  






Example 2.6. 
Problem 
 
   
    For the two data sets in the test scores example, find the following:
  

 	a. The interquartile range.  Compare the two interquartile ranges.
	b. Any outliers in either set.
	c. The 30th percentile and the 80th percentile for each set.  How much data falls below the 
      30th percentile? Above the 80th percentile?



 (Return to Problem)
 
    For the IQRs, see the answer to the test scores example.  The first data set has the larger IQR, so the scores between Q3 and Q1 (middle 50%) for the first data set are more spread out and not clustered about the median.
  
 
First Data Set
 	



	
 
 Xmax
  - 
 Q3
  = 
 99
  - 
 82.5
  = 
 16.5
 


	
 
 Q1
  - 
 Xmin
  = 
 56
  - 
 32
  = 
 24
 







is larger than 16.5 and larger than 24, so the first set has no outliers.
 
Second Data Set
 	



	
 
 Xmax
 –
 Q3
 =
 98
 –
 89
 =
 9
 


	
 
 Q1
 –
 Xmin
 =
 78
 –
 25.5
 =
 52.5
 







is larger than 9 but smaller than 52.5, so for the second set 45 and 25.5 are outliers.
 To find the percentiles, create a frequency, relative frequency, and cumulative relative frequency chart (see "Frequency" from the Sampling and Data Chapter).  Get the percentiles from that chart.
 First Data Set
	

 

	

 



 Second Data Set
	

30th %ile (7th value)
 =

  78

 

	

80th %ile (18th value)
 =

  90
 
 



 

30% of the data falls below the 30th %ile, and 20% falls above the 80th %ile.








Example 2.7. Finding Quartiles and Percentiles Using a Table
 
  Fifty statistics students were asked how much sleep they get per school night (rounded to the nearest hour).  The results were (student data):

Table 2.1. 	AMOUNT OF SLEEP PER SCHOOL NIGHT (HOURS)	FREQUENCY	RELATIVE FREQUENCY	CUMULATIVE RELATIVE FREQUENCY
	4	2	0.04	0.04
	5	5	0.10	0.14
	6	7	0.14	0.28
	7	12	0.24	0.52
	8	14	0.28	0.80
	9	7	0.14	0.94
	10	3	0.06	1.00


 Find the 28th percentile: Notice the 0.28 in the "cumulative relative frequency" column.  28% of 50 data values = 14.  There are 14 values less than the 28th %ile.  They include the two 4s, the five 5s, and the seven 6s.  The 28th %ile is between the last 6 and the first 7.  The 28th %ile is 6.5.

 Find the median: Look again at the "cumulative relative frequency " column and find 0.52.  The median is the 50th %ile or the second quartile.  50% of 50 = 25.  There are 25 values less than the median. They include the two 4s, the five 5s, the seven 6s, and eleven of the 7s.  The median or 50th %ile is between the 25th (7) and 26th (7) values.  The median is 7. 
  Find the third quartile: The third quartile is the same as the 75th percentile.  You can "eyeball" this answer. If  you look at the "cumulative relative frequency" column, you find 0.52 and 0.80.  When you have all the 4s, 5s, 6s and 7s, you have 52% of the data.  When you include all the 8s, you have 80% of the data.  The 75th %ile, then,  must be an 8 .  Another way to look at the problem is to find 75% of 50 (= 37.5) and round up to 38.  The third quartile, 
 Q3
,  is the 38th value which is an 8.  You can check this answer by counting the values.  (There are 37 values below the third quartile and 12 values above.)


Example 2.8. 
Problem 
 

 Using the table:

 	Find the 80th percentile.

	Find the 90th percentile.

	Find the first quartile.  

	What is another name for the first quartile?




 (Return to Problem)
 	

Look where cum. rel. freq. = 0.80. 80% of the data is 8 or less. 80th %ile is between the last 8 and first 9. 


	9

	6

	First Quartile = 25th %ile









 Collaborative Classroom Exercise: Your instructor or a member of the class will ask everyone in class how many sweaters they own.  Answer the following questions.

 	 How many students were surveyed?

	What kind of sampling did you do?

	Construct a table of the data.

	Construct 2 different histograms.  For each, starting value = _____  ending value = ____. 

	Use the table to find the median, first quartile, and third quartile.

	Construct a box plot.

	Use the table to find the following:
 	 The 10th percentile

	 The 70th percentile

	 The percent of students who own less than 4 sweaters






 
Interpreting Percentiles, Quartiles, and Median
A percentile indicates the relative standing of a data value when data are sorted into numerical order, from smallest to largest. p% of data values are less than or equal to the pth percentile.  For example, 15% of data values are less than or equal to the 15th percentile.


 	Low percentiles always correspond to lower data values. 

	High percentiles always correspond to higher data values.





A percentile may or may not correspond to a value judgment about whether it is "good" or "bad". The interpretation of whether a certain percentile is good or bad depends on the context of the situation to which the data applies. In some situations, a low percentile would be considered "good'; in other contexts a high percentile might be considered "good".  In many situations, there is no value judgment that applies.




Understanding how to properly interpret percentiles is important not only when describing data, but is also important in later chapters of this textbook when calculating probabilities. 




Guideline:




When writing the interpretation of a percentile in the context of the given data, the sentence should contain the following information:





 	information about the context of the situation being considered,

	the data value (value of the variable) that represents the percentile,

	the percent of individuals or items with data values below the percentile. 

	Additionally, you may also choose to state the percent of individuals or items with data values above the percentile.






    

Example 2.9. 
 On a timed math test, the first quartile for times for finishing the exam was 35 minutes. Interpret the first quartile in the context of this situation.

 	25% of students finished the exam in 35 minutes or less. 

	75% of students finished the exam in 35 minutes or more.

	A low percentile could be considered good, as finishing more quickly on a timed exam is desirable. (If you take too long, you might not be able to finish.)








Example 2.10. 
 
On a 20 question math test, the 70th percentile for number of correct answers was 16. Interpret the 70th percentile in the context of this situation.

 	70% of students answered 16 or fewer questions correctly.

	30% of students answered 16 or more questions correctly.

	Note: A high percentile could be considered good, as answering more questions correctly is desirable.








Example 2.11. 
 At a certain community college, it was found that the 30th percentile of credit units that students are enrolled for is 7 units. Interpret the 30th percentile in the context of this situation.

 	30% of students are enrolled in 7 or fewer credit units

	70% of students are enrolled in 7 or more credit units

	In this example, there is no "good" or "bad" value judgment associated with a higher or lower percentile. Students attend community college for varied reasons and needs, and their course load varies according to their needs.










Do the following Practice Problems for Interpreting Percentiles
    
Exercise 1.
 
   	a.   For runners in a race, a low time means a faster run. The winners in a race have the shortest running times. Is it more desirable to have a finish time with a high or a low percentile when running a race?
	b.  The 20th percentile of run times in a particular race is 5.2 minutes. Write a sentence interpreting the 20th percentile in the context of the situation.
	c.  A bicyclist in the 90th percentile of a bicycle race between two towns completed the race in 1 hour and 12 minutes. Is he among the fastest or slowest cyclists in the race? Write a sentence interpreting the 90th percentile in the context of the situation.



 (Return to Exercise)
 	a.   For runners in a race it is more desirable to have a low percentile for finish time. A low percentile means a short time, which is faster.
	b. INTERPRETATION: 20% of runners finished the race in 5.2 minutes or less. 80% of runners finished the race in 5.2 minutes or longer.
	c. He is among the slowest cyclists (90% of cyclists were faster than him.) INTERPRETATION: 90% of cyclists had a finish time of 1 hour, 12 minutes or less.Only 10% of cyclists had a finish time of 1 hour, 12 minutes or longer






    
    
    
Exercise 2.
 
   	a.  For runners in a race, a higher speed means a faster run. Is it more desirable to have a speed with a high or a low percentile when running a race?
	b. The 40th percentile of speeds in a particular race is 7.5 miles per hour. Write a sentence interpreting the 40th percentile in the context of the situation.



 (Return to Exercise)
 	a. For runners in a race it is more desirable to have a high percentile for speed. A high percentile means a higher speed, which is faster.
	b. INTERPRETATION: 40% of runners ran at speeds of 7.5 miles per hour or less (slower). 60% of runners ran at speeds of 7.5 miles per hour or more (faster).






    
    
Exercise 3.
 
   On an exam, would it be more desirable to earn a grade with a high or low percentile? Explain. 
  


 (Return to Exercise)
On an exam you would prefer a high percentile; higher percentiles correspond to higher grades on the exam.




    
Exercise 4.
 
   Mina is waiting in line at the Department of Motor Vehicles (DMV). Her wait time of 32 minutes is the  85th percentile of wait times. Is that good or bad? Write a sentence interpreting the 85th percentile in the context of this situation.
  


 (Return to Exercise)
When waiting in line at the DMV, the 85th percentile would be a long wait time compared to the other people waiting. 85% of people had shorter wait times than you did. In this context, you would prefer a wait time corresponding to a lower percentile. INTERPRETATION: 85% of people at the DMV waited 32 minutes or less. 15% of people at the DMV waited 32 minutes or longer.
  



Exercise 5.
 
   In a survey collecting data about the salaries earned by recent college graduates, Li found that her salary was in the 78th percentile. Should Li be pleased or upset by this result? Explain. 
  


 (Return to Exercise)

   Li should be pleased. Her salary is relatively high compared to other recent college grads. 78% of recent college graduates earn less than Li does. 22% of recent college graduates earn more than Li does.
  




    
    
    
    
Exercise 6.
 
   
    In a study collecting data about the repair costs of damage to automobiles in a certain type of crash tests, a certain model of car had $1700 in damage and was in the 90th percentile. Should the manufacturer and/or a consumer be pleased or upset by this result? Explain. Write a sentence that interprets the 90th percentile in the context of this problem.
  


 (Return to Exercise)
The manufacturer and the consumer would be upset.  This is a large repair cost for the damages, compared to the other cars in the sample. INTERPRETATION: 90% of the crash tested cars had damage repair costs of $1700 or less; only 10% had damage repair costs of $1700 or more.
  




    
    
    
Exercise 7.
 
   	The University of California has two criteria used to set admission standards for freshman to be admitted to a college in the UC system: 
	a. Students' GPAs and scores on standardized tests (SATs and ACTs) are entered into a formula that calculates an "admissions index" score. The admissions index score is used to set eligibility standards intended to meet the goal of admitting the top 12% of high school students in the state. In this context, what percentile does the top 12% represent?
	b. Students whose GPAs are at or above the 96th percentile of all students at their high school are eligible (called eligible in the local context), even if they are not in the top 12% of all students in the state. What percent of students from each high school are "eligible in the local context"?



 (Return to Exercise)
 	a. The top 12% of students are those who are at or above the  88th percentile of admissions index scores.
	b.  The  top 4% of students' GPAs are at or above the 96th percentile, making the top 4% of students "eligible in the local context".






    
    
    
Exercise 8.
 
   Suppose that you are buying a house. You and your realtor have determined that the most expensive house you can afford is the 34th percentile. The 34th percentile of housing prices is $240,000 in the town you want to move to. In this town, can you afford 34% of the houses or 66% of the houses? 
  


 (Return to Exercise)
You can afford 34% of houses. 66% of the houses are too expensive for your budget.  INTERPRETATION: 34% of houses cost $240,000 or less. 66% of houses cost $240,000 or more.





 **With contributions from Roberta Bloom

2.6. Measures of the Center of the Data*


This chapter discusses measuring descriptive statistical information using the center of the data



	The Law of Large Numbers and the Mean
	Sampling Distributions and Statistic of a Sampling Distribution


 The "center" of a data set is also a way of describing location.
The two most widely used measures of the "center" of the data are the mean (average) and the median.  To calculate the mean weight of 50 people, add the 50 weights together and divide by 50.  To find the  median weight of the 50 people, order the data and find the number that splits the data into two equal parts (previously discussed under box plots in this chapter).  The median is generally a better measure of the center when there are extreme values or outliers because it is not affected by the precise numerical values of the outliers.  The mean is the most common measure of the center.

The words "mean" and "average" are often used interchangeably.  The substitution of one word for the other is common practice. The technical term is "arithmetic mean" and "average" is technically a center location.  However, in practice among non-statisticians, "average" is commonly accepted for "arithmetic mean."   


 The mean can also be calculated by multiplying each distinct value by its frequency and then dividing the sum by the total number of data values.  The letter used to represent the sample mean is an x with a bar over it (pronounced "x bar"):   .
 The Greek letter μ (pronounced "mew") represents the population mean.  One of the requirements for the sample mean to be a good estimate of the population mean is for the sample taken to be truly random.
 To see that both ways of calculating the mean are the same, consider the sample: 
 1; 1; 1; 2; 2; 3; 4; 4; 4; 4; 4
(2.5)

(2.6)

 In the second calculation for the sample mean, the frequencies are 3, 2, 1, and 5.
 You can quickly find the location of the median by using the expression .
 The letter n is the total number of data values in the sample.  If n is an odd number, the median is the middle value of the ordered data (ordered smallest to largest).  If n is an even number, the median is equal to the two middle values added together and divided by 2 after the data has been ordered. 

For example, if the total number of data values is 97, then

=
=
49.  The median is the 49th value in the ordered data.

If the total number of data values is 100, then

=
=
50.5. The median occurs midway between the 50th and 51st values.


 The location of the median and the value of the median are not the same. The upper case letter M is often used to represent the median.  The next example illustrates the location of the median and the value of the median.
Example 2.12. 
Problem 
  AIDS data indicating the number of months an AIDS patient lives after taking a new antibody drug are as follows (smallest to largest):

 3; 4; 8; 8; 10; 11; 12; 13; 14; 15; 15; 16; 16; 17; 17; 18; 21; 22; 22; 24; 24; 25; 26; 26; 27; 27; 29; 29; 31; 32; 33; 33; 34; 34; 35; 37; 40; 44; 44; 47
 Calculate the mean and the median.

 (Return to Problem)
 The calculation for the mean is:
 
 To find the median, M, first use the formula for the location.  The location is:
 
 Starting at the smallest value, the median is located between the 20th and 21st values (the two 24s):
 3; 4; 8; 8; 10; 11; 12; 13; 14; 15; 15; 16; 16; 17; 17; 18; 21; 22; 22; 24; 24; 25; 26; 26; 27; 27; 29; 29; 31; 32; 33; 33; 34; 34; 35; 37; 40; 44; 44; 47
 
 The median is 24.




 
Using the TI-83,83+,84, 84+ Calculators
Calculator Instructions are located in the menu item 14:Appendix (Notes for the TI-83, 83+, 84, 84+ Calculators).


 	Enter data into the list editor. Press STAT 1:EDIT

	Put the data values in list L1.

	Press STAT and arrow to CALC. Press  1:1-VarStats. Press 2nd 1 for L1 and ENTER.

	Press the down and up arrow keys to scroll.



,


M
  =
  24







Example 2.13. 
Problem 
 
 
 Suppose that, in a small town of 50 people, one person earns $5,000,000 per year and the other 49 each earn $30,000.  Which is the better measure of the "center," the mean or the median?


 (Return to Problem)
 
 
  M
  =
  30000

 (There are 49 people who earn $30,000 and one person who earns $5,000,000.)
 The median is a better measure of the "center" than the mean because 49 of  the values are 30,000 and one is 5,000,000.  The 5,000,000 is an outlier.  The 30,000 gives us a better sense of the middle of the data.






 Another measure of the center is the mode.  The mode is the most frequent value.  If a data set has two values that occur the same number of times, then the set is bimodal.
Example 2.14. Statistics exam scores for 20 students are as follows
 
Statistics exam scores for 20 students are as follows:

 
50  ;   53  ;   59  ;   59  ;   63  ;   63  ;   72  ;   72  ;   72  ;   72  ;   72  ;   76  ;   78  ;   81  ;   83  ;   84  ;   84  ;   84  ;   90  ;   93

Problem 
  Find the mode.

 (Return to Problem)
The most frequent score is 72, which occurs five times.  Mode  =  72.





Example 2.15. 
 
  Five real estate exam scores are 430, 430, 480, 480, 495.  The data set is bimodal because the scores 430 and 480 each occur twice.

 When is the mode the best measure of the "center"?  Consider a weight loss program that advertises a mean weight loss of six pounds the first week of the program.  The mode might indicate that most people lose two pounds the first week, making the program less appealing.

The mode can be calculated for qualitative data as well as for quantitative data.


 Statistical software will easily calculate the mean, the median, and the mode.  Some graphing calculators can also make these calculations.  In the real world, people make these calculations using software. 


The Law of Large Numbers and the Mean



 The Law of Large Numbers says that if you take samples of larger and larger size from any population, then the mean   of the sample is very likely to get closer and closer to µ.  This is discussed in more detail in The Central Limit Theorem. 

The formula for the mean is located in the Summary of Formulas section course.



Sampling Distributions and Statistic of a Sampling Distribution



 You can think of a sampling distribution as a  relative frequency distribution with a great many samples. (See Sampling and Data for a review of relative frequency).

Suppose thirty randomly selected students were asked the number of movies they watched the previous week. The results are in the relative frequency table shown below.

Table 2.2. 	# of movies	Relative Frequency
	0	5/30
	1	15/30
	2	6/30
	3	4/30
	4	1/30



   

 If you let the number of samples get very large (say, 300 million or more), the relative frequency table becomes a relative frequency distribution.
 A statistic is a number calculated from a sample.  Statistic examples include the mean, the median and the mode as well as others.  The sample mean 
 
is an example of a statistic which estimates the population mean 
μ.  


2.7. Skewness and the Mean, Median, and Mode*






 Consider the following data set:
 4  ;   5  ;   6  ;   6  ;   6  ;   7  ;   7  ;   7  ;   7  ;   7  ;   7  ;   8  ;   8  ;   8  ;   9  ;   10
 This data set 
 produces the histogram shown below.  Each interval has width one and each value is located in the middle of an interval.  
 [image: A histogram with a symmetrical data distribution, with a mean, median, and mode of 7.]
 The histogram displays a symmetrical distribution of data.  A distribution is symmetrical if a vertical line can be drawn at some point in the histogram such that the shape to the left and the right of the vertical line are mirror images of each other. The mean, the median, and the mode are each 7 for these data.  In a perfectly symmetrical distribution, the mean and the median are the same. This example has one mode (unimodal) and the mode is the same as the mean and median.  In a symmetrical distribution that has two modes (bimodal), the two modes would be different from the mean and median.
 The histogram for the data:
 4  ;   5  ;   6  ;   6  ;   6  ;   7  ;   7  ;   7  ;   7  ;   8   
 is not symmetrical.  The right-hand side seems "chopped off" compared to the left side.  The shape distribution

is called skewed to the left because it is pulled out to the left.
 [image: A histogram that is skewed to the left. The mode is still 7, but the mean and median are less than 7.]
 The mean is 6.3, the median is 6.5, and the mode is 7.  Notice that the mean is less than the median and they are both less than the mode.  The mean and the median both reflect the skewing but the mean more so.  
 The histogram for the data:
   6  ;   7  ;   7  ;   7  ;   7  ;   8  ;   8  ;   8  ;   9  ;   10
 is also not symmetrical.  It

is skewed to the right.  
 [image: A histogram skewed to the right. The mode is still 7, but the mean and median are both greater than 7.]
 The mean is 7.7, the median is 7.5, and the mode is 7.  Of the three statistics, the mean is the largest, while the mode is the smallest.  Again, the mean reflects the skewing the most.
 To summarize, generally if the distribution of data is skewed to the left, the mean is less than the median, which is often less than the mode.  If the distribution of data is skewed to the right, the mode is often less than the median, which is less than the mean. 
 Skewness and symmetry become important when we discuss probability distributions in later chapters. 

2.8. Measures of the Spread of the Data*


Descriptive Statistics: Measuring the Spread of Data explains standard deviation as a measure of variation in data and is part of the collection col10555 written by Barbara Illowsky and Susan Dean.  Roberta Bloom made contributions that helped to clarify the standard deviation and the variance.



 An important characteristic of any set of data is the variation in the data.  In some data sets, the data values are concentrated closely near the mean; in other data sets, the data values are more widely spread out from the mean. The most common measure of variation, or spread, is the standard deviation.  
 The standard deviation is a number that measures how far data values are from their mean.  
 
The standard deviation
 	provides a numerical measure of the overall amount of variation in a data set

	can be used to determine whether a particular data value is close to or far from the mean



 
The standard deviation provides a measure of the overall variation in a data set
The standard deviation is always positive or 0.  The standard deviation is small when the data are all concentrated close to the mean, exhibiting little variation or spread.  The standard deviation is larger when the data values are more spread out from the mean, exhibiting more variation.


 Suppose that we are studying waiting times at the checkout line for customers at supermarket A and supermarket B; the average wait time at both markets is 5 minutes.  At market A, the standard deviation for the waiting time is 2 minutes; at market B the standard deviation for the waiting time is 4 minutes. 




Because market B has a higher standard deviation, we know that there is more variation in the waiting times at market B.  Overall, wait times at market B are more spread out from the average; wait times at  market A are more concentrated near the average.

 
The standard deviation can be used to determine whether a data value is close to or far from the mean.
Suppose that Rosa and Binh both shop at Market A. Rosa waits for 7 minutes and Binh waits for 1 minute at the checkout counter. At market A, the mean wait time is 5 minutes and the standard deviation is 2 minutes.

The standard deviation can be used to determine whether a data value is close to or far from the mean.
 
Rosa waits for 7 minutes:
 	 7 is 2 minutes longer than the average of 5; 2 minutes is equal to one standard deviation.


	Rosa's wait time of 7 minutes is 2 minutes longer than the average of 5 minutes.    

	Rosa's wait time of 7 minutes is one standard deviation above the average of 5 minutes.    



 
Binh waits for 1 minute.
 	 1 is 4 minutes less than the average of 5; 4 minutes is equal to two standard deviations.

	Binh's wait time of 1 minute is 4 minutes less than the average of 5 minutes.    

	Binh's wait time of 1 minute is two standard deviations below the average of 5 minutes.    

	A data value that is two standard deviations from the average is just on the borderline for what many statisticians would consider to be far from the average.  Considering data to be far from the mean if it is more than 2 standard deviations away is more of an approximate "rule of thumb" than a rigid rule. In general, the shape of the distribution of the data affects how much of the data is further away than 2 standard deviations. (We will learn more about this in later chapters.)



 The number line may help you understand standard deviation.  If we were to put 5 and 7 on a number line, 7 is to the right of 5.  We say, then, that 7 is one standard deviation to the right of 5 because 
5 + (1)(2) = 7.  





If 1 were also part of the data set, then 1 is two standard deviations to the left of 5 because 
5 + (-2)(2) = 1.  
  [image: A number line labeled from 0 to 7.]
 
 	In general, a  value = mean + (#ofSTDEV)(standard deviation)  

	where #ofSTDEVs = the number of standard deviations 

	 7 is one standard deviation more than the mean of 5 because: 7=5+(1)(2)

	 1 is two standard deviations less than the mean of 5 because: 1=5+(−2)(2)



 The equation  value = mean + (#ofSTDEVs)(standard deviation) can be expressed for a sample and for a population:

 	sample:  

	Population:  x=
  μ
+(#ofSTDEV)(σ)




The lower case letter s represents the sample standard deviation and the Greek letter σ (sigma, lower case) represents the population standard deviation. 




The symbol  is the sample mean and the Greek symbol 
μ is the population mean.
 
Calculating the Standard Deviation
If x is a number, then the difference "x - mean" is called its deviation. In a data set, there are as many deviations as there are items in the data set. The deviations are used to calculate the standard deviation. If the numbers belong to a population, in symbols a deviation is 
x−μ . 
For sample data, in symbols a deviation is 
x–
  .

 The procedure to calculate the standard deviation depends on whether the numbers are the entire population or are data from a sample.  The calculations are similar, but not identical.  Therefore the symbol used to represent the standard deviation depends on whether it is calculated from a population or a sample. The lower case letter s represents the sample standard deviation and the Greek letter σ (sigma, lower case) represents the population standard deviation.  If the sample has the same characteristics as the population, then s should be a good estimate of σ.
 To calculate the standard deviation, we need to calculate the variance first.  The variance is an average of the squares of the deviations (the x–  values for a sample, or the x−μ values for a population).  The symbol 
 σ2
 represents the population variance; the population standard deviation σ is the square root of the population variance.  The symbol 
 s2
 represents the sample variance; the sample standard deviation s is the square root of the sample variance. You can think of the standard deviation as a special average of the deviations.
 If the numbers come from a census of the entire population and not a sample, when we calculate the average of the squared deviations to find the variance, we divide by N, the number of items in the population. If the data are from a sample rather than a population, when we calculate the average of the squared deviations, we divide by n-1, one less than the number of items in the sample. You can see that in the formulas below.

 
Formulas for the Sample Standard Deviation
 	 s= 
      	
       or 
s=
       
    

	 For the sample standard deviation, the denominator is n-1, that is the sample size MINUS 1.






 
 Formulas for the Population Standard Deviation
	
σ=
      

or

σ= 

      

	 For the population standard deviation, the denominator is N, the number of items in the population.



 In these formulas, f represents the frequency with which a value appears.  For example, if a value appears once, f is 1.  If a value appears three times in the data set or population, f is 3.
 
Sampling Variability of a Statistic
The statistic of a sampling distribution was discussed in Descriptive Statistics: Measuring the Center of the Data. How much the statistic varies from one sample to another is known as the  sampling variability of a statistic.  You typically measure the sampling variability of a statistic by its standard error.  The standard error of the mean is an example of a standard error.  It is a special standard deviation and is known as the standard deviation of the sampling distribution of the mean.  You will cover the standard error of the mean in The Central Limit Theorem (not now).  The notation for the standard error of the mean is
  
where σ is the standard deviation of the population and n is the size of the sample.


 In practice, USE A CALCULATOR OR COMPUTER SOFTWARE TO CALCULATE THE STANDARD DEVIATION. If you are using a TI-83,83+,84+ calculator, you need to select the appropriate standard deviation 


σ

x


 or 

s

x
 


from the summary statistics. We will concentrate on using and interpreting the information that the standard deviation gives us. However you should study the following step-by-step example to help you understand how the standard deviation measures variation from the mean. 




Example 2.16. 
 In a fifth grade class, the teacher was interested in the average age and the sample standard deviation of the ages of her students.  The following data are the ages for a SAMPLE of n=20 fifth grade students. The ages are rounded to the nearest half year: 
 9  ;   9.5  ;   9.5  ;   10  ;   10  ;   10  ;   10  ;   10.5  ;   10.5  ;   10.5  ;   10.5  ;   11  ;   11  ;   11  ;   11  ;   11  ;   11  ;   11.5  ;   11.5  ;   11.5
(2.7)

 The average age is 10.53 years, rounded to 2 places.
 The variance may be calculated by using a table.  Then the standard deviation is calculated by taking the square root of the variance.  We will explain the parts of the table after calculating s.
Table 2.3. 	Data	Freq.	Deviations	
 Deviations2
	(Freq.)(
 Deviations2
)
	x	f			
	9	1	
 9
  –
  10.525
  =
  –
  1.525
	

      (
      –
      1.525
      )
    2
  =
  2.325625
	

    1
    ×
    
      2.325625
      =
      2.325625
    
  

	9.5	2	
 9.5
  –
  10.525
  =
  –
  1.025
	

      (
      –
      1.025
      )
    2
  =
  1.050625
	

    2
    ×
    
      1.050625
      =
      2.101250
    
  

	10	4	
 10
  –
  10.525
  =
  –
  0.525
	

      (
      –
      0.525
      )
    2
  =
  0.275625
	

    4
    ×
    
      .275625
      =
      1.1025
    
  

	10.5	4	
 10.5
  –
  10.525
  =
  –
  0.025
	

      (
      –
      0.025
      )
    2
  =
  0.000625
	

    4
    ×
    
      .000625
      =
      .0025
    
  

	11	6	
 11
  –
  10.525
  =
  0.475
	

      (
      0.475
      )
    2
  =
  0.225625
	

    6
    ×
    
      .225625
      =
      1.35375
    
  

	11.5	3	
 11.5
  –
  10.525
  =
  0.975
	

      (
      0.975
      )
    2
  =
  0.950625
	

    3
    ×
    
      .950625
      =
      2.851875
    
  



 The sample variance, 
 s2
, is equal to the sum of the last column (9.7375) divided by the total number of data values minus one (20 - 1):
 
 The sample standard deviation s  is equal to the square root of the sample variance:
  Rounded to two decimal places,  s
  =
  0.72

 Typically, you do the calculation for the standard deviation on your calculator or computer. The intermediate results are not rounded.  This is done for accuracy.
Problem 1.
 
   Verify the mean and standard deviation calculated above on your calculator or computer.  


 (Return to Problem)
 Using the TI-83,83+,84+ Calculators
	 Enter data into the list editor. Press STAT 1:EDIT. If necessary, clear the lists by arrowing up into the name. Press CLEAR and arrow down.

	Put the data values (9, 9.5, 10, 10.5, 11, 11.5) into list L1 and the frequencies (1, 2, 4, 4, 6, 3) into list L2. Use the arrow keys to move around.

	 Press STAT and arrow to CALC. Press 1:1-VarStats and enter L1 (2nd 1), L2 (2nd 2). Do not forget the comma. Press ENTER.

	 =10.525

	 Use Sx because this is sample data (not a population): Sx=0.715891







 
 	For the following problems, recall that value = mean + (#ofSTDEVs)(standard deviation)

	For a sample: 
x =  + (#ofSTDEVs)(s) 

	For a population:
x = 
μ
 + (#ofSTDEVs)( σ)

	For this example, use 
x =  + (#ofSTDEVs)(s) because the data is from a sample





Problem 2.
 
   Find the value that is 1 standard deviation above the mean. Find .
  


 (Return to Problem)




Problem 3.
 
   
 Find the value that is two standard deviations below the mean.  Find .
  


 (Return to Problem)




Problem 4.
 
   
Find the values that are 1.5 standard deviations from (below and above) the mean.
  


 (Return to Problem)
 	


	









 
Explanation of the standard deviation calculation shown in the table
The deviations show how spread out the data are about the mean.  The data value 11.5 is farther from the mean than is the data value 11.  The deviations  0.97 and 0.47 indicate that. A positive deviation occurs when the data value is greater than the mean.  A negative deviation occurs when the data value is less than the mean; the deviation is -1.525 for the data value 9. If you add the deviations, the sum is always zero.  (For this example, there are n=20 deviations.)  So you cannot simply add the deviations to get the spread of the data.  By squaring the deviations, you make them positive numbers, and the sum will also be positive.  The variance, then, is the average squared deviation. 
 The variance is a squared measure and does not have the same units as the data.  Taking the square root solves the problem.  The standard deviation measures the spread in the same units as the data.
 Notice that instead of dividing by n=20, the calculation divided by n-1=20-1=19 because the data is a sample.  For the  sample variance, we divide by the sample size minus one (n-1).  Why not divide by n?  The answer has to do with the population variance.  The sample variance is an estimate of the population variance.  Based on the theoretical mathematics that lies behind these calculations, dividing by (n-1) gives a better estimate of the population variance.

Your concentration should be on what the standard deviation tells us about the data. The standard deviation is a number which measures how far the data are spread from the mean.  Let a calculator or computer do the arithmetic.


 The standard deviation, s or σ, is either zero or larger than zero.  When the standard deviation is 0, there is no spread; that is, the all the data values are equal to each other.  The standard deviation is small when the data are all concentrated close to the mean, and is larger when the data values show more variation from the mean.  When the standard deviation 
  is a lot larger than zero, the data values are very spread out about the mean; outliers can make s or σ very large.
 The standard deviation, when first presented, can seem unclear.   By graphing your data, you can get a better "feel" for the deviations and the standard deviation.  You will find that in symmetrical distributions, the standard deviation can be very helpful but in skewed distributions, the standard deviation may not be much help.  The reason is that the two sides of a skewed distribution have different spreads.  In a skewed distribution, it is better to look at the first quartile, the median, the third quartile, the smallest value, and the largest value.  Because numbers can be confusing, always graph your data.

The formula for the standard deviation is at the end of the chapter.


Example 2.17. 
Problem 
  Use the following data (first exam scores) from Susan Dean's spring pre-calculus class:

 33; 42; 49; 49; 53; 55; 55; 61;   63; 67; 68; 68; 69; 69; 72; 73;   74; 78; 80; 83; 88; 88; 88; 90;   92; 94; 94; 94; 94; 96; 100  
 	a. Create a chart containing the data, frequencies, relative frequencies, and cumulative relative frequencies to three decimal places.
	b. Calculate the following to one decimal place using a TI-83+ or TI-84 calculator:


 	i. The sample mean 
	ii. The sample standard deviation 
	iii. The median 
	iv. The first quartile 
	v. The third quartile 
	vi. IQR 



	c. Construct a box plot and a histogram on the same set of axes.  Make comments about the box plot, the histogram, and the chart.


 (Return to Problem)
 	a. 
Table 2.4. 	Data	Frequency	Relative Frequency	Cumulative Relative Frequency
	33	1	0.032	0.032
	42	1	0.032	0.064
	49	2	0.065	0.129
	53	1	0.032	0.161
	55	2	0.065	0.226
	61	1	0.032	0.258
	63	1	0.032	0.29
	67	1	0.032	0.322
	68	2	0.065	0.387
	69	2	0.065	0.452
	72	1	0.032	0.484
	73	1	0.032	0.516
	74	1	0.032	0.548
	78	1	0.032	0.580
	80	1	0.032	0.612
	83	1	0.032	0.644
	88	3	0.097	0.741
	90	1	0.032	0.773
	92	1	0.032	0.805
	94	4	0.129	0.934
	96	1	0.032	0.966
	100	1	0.032	0.998  (Why isn't this value 1?)



	b. 
 	i. The sample mean = 73.5 
	ii. The sample standard deviation = 17.9 
	iii. The median = 73 
	iv. The first quartile = 61 
	v. The third quartile = 90 
	vi. IQR = 90 - 61 = 29 


	c. The x-axis goes from 32.5 to 100.5;  y-axis goes from -2.4 to 15 for the histogram;  number of intervals is 5 for the histogram so the width of an interval is (100.5 - 32.5) divided by 5 which is equal to 13.6.   Endpoints of the intervals:  starting point is 32.5,  32.5+13.6 = 46.1,  46.1+13.6 = 59.7,  59.7+13.6 = 73.3,  73.3+13.6 = 86.9,  86.9+13.6 = 100.5 = the ending value;  No data values fall on an interval boundary.

 [image: A hybrid image displaying both a histogram and box plot described in detail in the answer solution above.]

Figure 2.0. 








 The long left whisker in the box plot is reflected in the left side of the histogram.  The spread of the exam scores in the lower 50% is greater (73 - 33 = 40) than the spread in the upper 50% (100 - 73 = 27).  The histogram, box plot, and chart all reflect this.  There are a substantial number of A and B grades (80s, 90s, and 100).  The histogram clearly shows this.  The box plot shows us that the middle 50% of the exam scores  (IQR = 29) are Ds, Cs, and Bs.  The box plot also shows us that the lower 25% of the exam scores are Ds and Fs.




 
Comparing Values from Different Data Sets
The standard deviation is useful when comparing data values that come from different data sets. If the data sets have different means and standard deviations, it can be misleading to compare the data values directly. 

 
 	For each data value, calculate how many standard deviations the value is away from its mean.

	Use the formula: value = mean + (#ofSTDEVs)(standard deviation); solve for #ofSTDEVs.

	

	Compare the results of this calculation.





 #ofSTDEVs is often called a "z-score"; we can use the symbol z. In symbols, the formulas become:
Table 2.5. 	Sample	x =  + z s 	
	Population	x = 
μ
 + z σ	


Example 2.18. 
Problem 
  Two students, John and Ali, from different high schools, wanted to find out who had the highest G.P.A. when compared to his school.  Which student had the highest G.P.A. when compared to his school?

Table 2.6. 	Student	GPA	School Mean GPA	School Standard Deviation
	John	2.85	3.0	0.7
	Ali	77	80	10



 (Return to Problem)
 For each student, determine how many standard deviations (#ofSTDEVs) his GPA is away from the average, for his school.  Pay careful attention to signs when comparing and interpreting the answer.


  ; 
 For John, 
 For Ali, 
 John has the better G.P.A. when compared to his school because his G.P.A. is 0.21 standard deviations below his school's mean while Ali's G.P.A. is 0.3 standard deviations below  his school's mean. 




John's z-score of −0.21 is higher than Ali's z-score of −0.3 .  For GPA, higher values are  better, so we conclude that John has the better GPA when compared to his school.







 The following lists give a few facts that provide a little more insight into what the standard deviation tells us about the distribution of the data.
 For ANY data set, no matter what the distribution of the data is:
	At least 75% of the data is within 2 standard deviations of the mean.

	At least 89% of the data is within 3 standard deviations of the mean.

	At least 95% of the data is within 4 1/2 standard deviations of the mean.

	This is known as Chebyshev's Rule.



 For data having a distribution that is MOUND-SHAPED and SYMMETRIC:
	Approximately 68% of the data is within 1 standard deviation of the mean.

	Approximately 95% of the data is within 2 standard deviations of the mean.

	More than 99% of the data is within 3 standard deviations of the mean.

	This is known as the Empirical Rule.

	It is important to note that this rule only applies when the shape of the distribution of the data is mound-shaped and symmetric.  We will learn more about this when studying the "Normal" or "Gaussian" probability distribution in later chapters.



 **With contributions from Roberta Bloom

2.9. Summary of Formulas*


A summary of useful formulas used in examining descriptive statistics



 Commonly Used Symbols
	
   The symbol 
Σ means to add or to find the sum.
    

	
   n = the number of data values in a sample
    

	
   N = the number of people, things, etc. in the population
    

	
    = the sample mean 

	s = the sample standard deviation
    

	
   μ = the population mean 

	
σ = the population standard deviation
    

	
   f = frequency

	
x = numerical value 
    



 Commonly Used Expressions
	  x*f = A value multiplied by its respective frequency


	 ∑x = The sum of the values

	 ∑x*f = The sum of values multiplied by their respective frequencies 

	 
 or 
  (
    x
  −
  μ
  )
 = Deviations from the mean (how far a value is from the mean)

	 
 or 

  
      (
       x
      −
      μ
      )
    2
 = Deviations squared
    

	 
  
 or 

  
f
      (
       x
      −
      μ
      )
    2
 = The deviations squared and multiplied by their frequencies
   





 Mean Formulas:  
   
 	 or 


	μ= or 
μ=





    
 Standard Deviation Formulas: 


 	
   s= 
      	
       or 
s=
       
    

	

σ=
      

or

σ= 

      



 Formulas Relating a Value, the Mean, and the Standard Deviation:


 	
value = mean + (#ofSTDEVs)(standard deviation), where #ofSTDEVs = the number of standard deviations 
    

	x = + (#ofSTDEVs)(s)

	x = 
μ +  (#ofSTDEVs)(σ) 




Glossary



	Frequency
	
   The number of times a value of the data occurs.
    

	Interquartile Range (IRQ)
	
   The distance between the third quartile (Q3) and the first quartile (Q1). IQR = Q3 - Q1.
    

	Mean
	
   A number that measures the central tendency.  A common name for mean is  'average.'  The term 'mean' is a shortened form of 'arithmetic mean.' By definition, the mean for a sample (denoted by 
) is 
, 

and the mean for a population (denoted by 
μ) is 
.
    

	Median
	
   A number that separates ordered data into halves.  Half the values are the same number or smaller than the median and half the values are the same number or larger than the median. The median may or may not be part of the data.
    

	Median
	
   A number that separates ordered data into halves.  Half the values are the same number or smaller than the median and half the values are the same number or larger than the median. The median may or may not be part of the data.
    

	Mode
	
   The value that appears most frequently in a set of data.
    

	Outlier
	
   An observation that does not fit the rest of the data.
    

	Percentile
	
 A number that divides ordered data into hundredths.
Example . 

Let a data set contain 200 ordered observations starting with 
{2.3,2.7,2.8,2.9,2.9,3.0...}. Then the first percentile is 
, because 1% of the data is to the left of this point on the number line and 99% of the data is on its right. The second percentile is 
. Percentiles may or may not be part of the data. In this example, the first percentile is not in the data, but the second percentile is. The median of the data is the second quartile and the 50th percentile. The first and third quartiles are the 25th and the 75th percentiles, respectively.
    



	Quartiles
	
The numbers that separate the data into quarters. Quartiles may or may not be part of the data. The second quartile is the median of the data.
    

	Quartiles
	
The numbers that separate the data into quarters. Quartiles may or may not be part of the data. The second quartile is the median of the data.
    

	Relative Frequency
	
The ratio of the number of times a value of the data occurs in the set of all outcomes to the number of all outcomes.
    

	Standard Deviation
	
A number that is equal to the square root of the variance and measures how far data values are from their mean. Notation: s for sample standard deviation and   σ for population standard deviation.
    

	Variance
	
Mean of the squared deviations from the mean. Square of the standard deviation.  For a set of data, a deviation can be represented as   where x is a value of the data and  is the sample mean. The sample variance is equal to the sum of the squares of the deviations divided by the difference of the sample size and 1.

    



Solutions
 
 	3.5 to 4.5

	4.5 to 5.5

	6

	5.5 to 6.5






 
  First Data Set
	Xmin=32

	Q1=56

	M=74.5

	Q3=82.5

	Xmax=99





 Second Data Set
	Xmin=25.5

	Q1=78

	M=81

	Q3=89

	Xmax=98





 [image: Two box plots over a number line from 0 to 100. The top plot shows a whisker from 32 to 56, a solid line at 56, a dashed line at 74.5, a solid line at 82.5, and a whisker from 82.5 to 99. The lower plot shows a whisker from 25.5 to 78, solid line at 78, dashed line at 81, solid line at 89, and a whisker from 89 to 98.]



 
   
    For the IQRs, see the answer to the test scores example.  The first data set has the larger IQR, so the scores between Q3 and Q1 (middle 50%) for the first data set are more spread out and not clustered about the median.
  
 
First Data Set
 	



	
 
 Xmax
  - 
 Q3
  = 
 99
  - 
 82.5
  = 
 16.5
 


	
 
 Q1
  - 
 Xmin
  = 
 56
  - 
 32
  = 
 24
 







is larger than 16.5 and larger than 24, so the first set has no outliers.


 
Second Data Set
 	



	
 
 Xmax
 –
 Q3
 =
 98
 –
 89
 =
 9
 


	
 
 Q1
 –
 Xmin
 =
 78
 –
 25.5
 =
 52.5
 







is larger than 9 but smaller than 52.5, so for the second set 45 and 25.5 are outliers.
 To find the percentiles, create a frequency, relative frequency, and cumulative relative frequency chart (see "Frequency" from the Sampling and Data Chapter).  Get the percentiles from that chart.
 First Data Set
	

 

	

 






 Second Data Set
	

30th %ile (7th value)
 =

  78

 

	

80th %ile (18th value)
 =

  90
 
 





 

30% of the data falls below the 30th %ile, and 20% falls above the 80th %ile.






 
 	

Look where cum. rel. freq. = 0.80. 80% of the data is 8 or less. 80th %ile is between the last 8 and first 9. 


	9

	6

	First Quartile = 25th %ile






Chapter 6. The Normal Distribution



6.1. The Normal Distribution*






	Student Learning Outcomes
	Introduction
	Optional Collaborative Classroom Activity


Student Learning Outcomes



 
By the end of this chapter, the student should be able to:

 	Recognize the normal probability distribution and apply it
appropriately.

	Recognize the standard normal probability distribution and apply
it appropriately.

	Compare normal probabilities by converting to the standard
normal distribution.




Introduction



 The normal, a continuous distribution, is the most important of all the distributions. It is widely
used and even more widely abused. Its graph is bell-shaped. You see the bell curve in almost
all disciplines. Some of these include psychology, business, economics, the sciences, nursing,
and, of course, mathematics. Some of your instructors may use the normal distribution to help
determine your grade. Most IQ scores are normally distributed. Often real estate prices fit a
normal distribution. The normal distribution is extremely important but it cannot be applied to
everything in the real world.
 In this chapter, you will study the normal distribution, the standard normal, and applications
associated with them.

Optional Collaborative Classroom Activity



 
Your instructor will record the heights of both men and women in your class, separately.
Draw histograms of your data. Then draw a smooth curve through each histogram. Is each
curve somewhat bell-shaped? Do you think that if you had recorded 200 data values for men
and 200 for women that the curves would look bell-shaped? Calculate the mean for each data
set. Write the means on the x-axis of the appropriate graph below the peak. Shade the
approximate area that represents the probability that one randomly chosen male is taller than 72
inches. Shade the approximate area that represents the probability that one randomly chosen
female is shorter than 60 inches. If the total area under each curve is one, does either
probability appear to be more than 0.5?

 The normal distribution has two parameters (two numerical descriptive measures), the
mean (μ) and the standard deviation (σ).  If X is a quantity to be measured that has a normal distribution with mean (μ) and the standard deviation (σ), we designate this by writing 
 NORMAL:X~N(μ, σ)
  [image: Empty normal distribution curve.]
 The probability density function is a
rather complicated function. Do not
memorize it. It is not necessary.
 
 The cumulative distribution function is 



P
(
X
<
x
)


.  
It is calculated either by a calculator or a computer or it is looked up in a table. Technology has made the tables basically obsolete.  For that reason, as well as the fact that there are various table formats, we are not including table instructions in this chapter.  See the NOTE in this chapter in Calculation of Probabilities.
 The curve is symmetrical about a vertical line drawn through the mean, μ. In theory, the
mean is the same as the median since the graph is symmetric about μ. As the notation
indicates, the normal distribution depends only on the mean and the standard deviation.
Since the area under the curve must equal one, a change in the standard deviation, σ, causes
a change in the shape of the curve; the curve becomes fatter or skinnier depending on σ. A
change in μ causes the graph to shift to the left or right. This means there are an infinite
number of normal probability distributions. One of special interest is called the standard
normal distribution.


6.2. The Standard Normal Distribution*






 The standard normal distribution is a normal distribution of standardized values called
z-scores. A z-score is measured in units of the standard deviation. For example, if the
mean of a normal distribution is 5 and the standard deviation is 2, the value 11 is 3 standard
deviations above (or to the right of) the mean. The calculation is:
    
(6.1)

x
 = 
μ
 + 
(
z
)
σ

 = 

5
 + 
(
3
)
(
2
)

 = 

11


 The z-score is 3.
 The mean for the standard normal distribution is 0 and the standard deviation is 1. The transformation
 
produces the distribution

		
			Z
			~

	.  
The value x comes from a normal distribution with mean μ and standard deviation σ.

6.3. Z-scores*






 If X is a normally distributed random variable and X~N(μ, σ), then the z-score is:
(6.2)

 The z-score tells you how many standard deviations that the value x is above (to the
right of) or below (to the left of) the mean, μ. Values of x that are larger than the mean
have positive z-scores and values of x that are smaller than the mean have negative z-scores. If x equals the mean, then x has a z-score of 0.
Example 6.1. 
 Suppose X ~ N(5, 6). This says that X is a normally distributed random
variable with mean μ = 5 and standard deviation σ = 6. Suppose x = 17. Then:

(6.3)

 This means that x = 17 is 2 standard deviations (2σ)
above or to the right of the mean
μ = 5. The standard deviation is σ = 6.
 Notice that:
(6.4)

 Now suppose 
x=1. Then:
(6.5)

  This means that x = 1 is 0.67 standard deviations (- 0.67σ) below or to the left of
the mean μ = 5. Notice that:
 
5
+
(
-0.67
)
(
6
)

is approximately equal to 1

(This has the pattern

μ
+
(
-0.67
)
σ
=
1

)

 Summarizing, when z is positive, x is above or to the right of μ and when z is negative, x is to
the left of or below μ.


Example 6.2. 
 Some doctors believe that a person can lose 5 pounds, on the average, in a
month by reducing his/her fat intake and by exercising consistently. Suppose weight loss has a
normal distribution. Let X = the amount of weight lost (in pounds) by a person in a month.
Use a standard deviation of 2 pounds. X~N(5, 2). Fill in the blanks.

Problem 1.
 
   
Suppose a person lost 10 pounds in a month. The z-score when x = 10 pounds is z = 2.5
(verify). This z-score tells you that x = 10 is ________ standard deviations to the ________
(right or left) of the mean _____ (What is the mean?).
  


 (Return to Problem)
This z-score tells you that x = 10 is 2.5 standard deviations to the right
 of the mean 5.
  



Problem 2.
 
   
Suppose a person gained 3 pounds (a negative weight loss). Then z = __________. This
z-score tells you that x = -3 is ________ standard deviations to the __________ (right or left)
of the mean.
  


 (Return to Problem)

z = -4. This
z-score tells you that x = -3 is 4 standard deviations to the left
of the mean.
  



 Suppose the random variables X and Y have the following normal distributions:
X ~ N(5, 6) and Y ~ N(2, 1). If x = 17, then z = 2. (This was previously shown.)
If y = 4, what is z?
(6.6)

 The z-score for y = 4 is z = 2. This means that 4 is z = 2 standard deviations to the right of the
mean. Therefore, x = 17 and y = 4 are both 2 (of their) standard deviations to the right of
their respective means.
 The z-score allows us to compare data that are scaled differently. To understand the
concept, suppose 

X ~ N(5, 6) represents weight gains for one group of people who are trying
to gain weight in a 6 week period and Y ~ N(2, 1) measures the same weight gain for a
second group of people. A negative weight gain would be a weight loss.
Since x = 17 and y = 4 are each 2 standard deviations to the right of their means, they
represent the same weight gain relative to their means.


 
The Empirical Rule
If X is a random variable and has a normal distribution with mean µ and standard deviation σ then the Empirical Rule says
(See the figure below)

 	About 68.27% of the x values lie between  -1σ and +1σ of the mean µ (within 1 standard deviation of the mean).

	About  95.45% of the x values lie between -2σ and +2σ of the mean µ (within 2 standard deviations of the mean).

	About 99.73% of the x values lie between -3σ and +3σ of the mean µ (within 3 standard deviations of the mean).  Notice that almost all the x values lie within 3 standard deviations of the mean.

	The z-scores for +1σ  and –1σ are +1 and -1, respectively.

	The z-scores for +2σ  and –2σ are +2 and -2, respectively.

	The z-scores for +3σ  and –3σ are +3 and -3 respectively.





 [image: Empirical Rule]



The Empirical Rule is also known as the 68-95-99.7 Rule.
Example 6.3. 
 Suppose X has a normal distribution with mean 50 and standard deviation 6.

 	About 68.27% of the x values  lie between -1σ = (-1)(6) = -6 and 1σ = (1)(6) = 6 of the mean 50. The values 50 - 6 = 44 and 50 + 6 = 56 are within 1 standard deviation of the mean 50. The z-scores are -1 and +1 for 44 and 56, respectively.

	About 95.45% of the x values  lie between -2σ = (-2)(6) = -12 and 2σ = (2)(6) = 12 of the mean 50. The values 50 - 12 = 38 and 50 + 12 = 62 are within 2 standard deviations of the mean 50. The z-scores are -2 and 2 for 38 and 62, respectively.

	About 99.73% of the x values  lie between -3σ = (-3)(6) = -18 and 3σ = (3)(6) = 18 of the mean 50. The values 50 - 18 = 32 and 50 + 18 = 68 are within 3 standard deviations of the mean 50. The z-scores are -3 and +3 for 32 and 68, respectively.






6.4. Areas to the Left and Right of x*






 The arrow in the graph below points to the area to the left of x. This area is
represented by the probability 



P
(
X
<
x
)

. 

Normal tables, computers, and calculators
provide or calculate the probability 


P
(
X
<
x
)

.
  [image: Normal distribution curve with a x value on the x-axis. The x-axis is equal to X. A vertical upward line extends from point x to the curve and the probability area occurs from the beginning of the curve to point x.]
 
The area to the right is then


P
(
X
>
x
)

=

1
–
P
(
X
<
x
)

.

 Remember, 


P
(
X
<
x
)

=


Area to the left of the vertical line through x.
 

P
(
X
>
x
)

=

1
–
P
(
X
<
x
)

=
.
Area to the right
of the vertical line through x
 

P
(
X
<
x
)


is the same as
 

P
(
X
≤
x
)


and
 

P
(
X
>
x
)


is the same as
 

P
(
X
≥
x
)


for continuous distributions.

6.5. Calculations of Probabilities*






 Probabilities are calculated by using technology. There are instructions in the chapter for the
TI-83+ and TI-84 calculators.

In the Table of Contents for Collaborative Statistics, entry 15. Tables has a link to a table of normal probabilities.  Use the probability tables if so desired, instead of a calculator. The tables include instructions for how to use then.


Example 6.4. 
 
 If the area to the left is 0.0228, then the area to the right is 1 
– 
0.0228
= 
0.9772
.



Example 6.5. 
 
The final exam scores in a statistics class were normally distributed with a mean
of 63 and a standard deviation of 5.

Problem 1.
 
   
    Find the probability that a randomly selected student scored more than 65 on the exam.
  


 (Return to Problem)
 Let 
		X
		=
	 a score on the final exam.

		X
		~
		N
		(
		63
		,
		5
		)

, where 
		μ
		=
		63
 and 
		σ
		=
		5
	

 Draw a graph.

 Then, find


P
(
x
>
65
)

.
 

P
(
x
>
65
)

=
0.3446

(calculator or computer)
  [image: Normal distribution curve with values of 63 and 65. A vertical upward line extends from point 65 to the curve. The probability area from point 65 to the end of the curve is equal to 0.3446.]

 The probability that one student scores more than 65 is 0.3446.
 Using the TI-83+ or the TI-84 calculators, the calculation is as follows. Go into
2nd DISTR.
 After pressing 2nd DISTR, press 2:normalcdf.
 The syntax for the instructions are shown below.
 normalcdf(lower value, upper value, mean, standard deviation)
For this problem:
normalcdf(65,1E99,63,5) = 0.3446.
You get 1E99 ( = 1099) by pressing 1, the EE key (a 2nd key) and
then 99. Or, you can enter 10^99 instead. The number 1099 is way
out in the right tail of the normal curve. We are calculating the area
between 65 and 1099. In some instances, the lower number of the area
might be -1E99 ( = -1099). The number -1099 is way out in the left tail
of the normal curve.
Historical Note
The TI probability program calculates a z-score and then the probability from the
z-score. Before technology, the z-score was looked up in a standard normal probability table
(because the math involved is too cumbersome) to find the probability. In this example, a standard
normal table with area to the left of the z-score was used. You calculate the z-score and look up the area to the left.
The probability is the area to the right.


 .
Area to the left is 0.6554.


P
(
x
>
65
)

=


P
(
z
>
0.4
)

=
1
–
0.6554
=
0.3446





Problem 2.
 
   
Find the probability that a randomly selected student scored less than 85.
  


 (Return to Problem)
 
    Draw a graph.
  
 Then find

		
				P
				(
				x
			<
				85
				)
			
	.
Shade the graph.

     (calculator or computer)
 The probability that one student scores less than 85 is approximately 1 (or 100%).
 The TI-instructions and answer are as follows:
 normalcdf(0,85,63,5) = 1 (rounds to 1)




Problem 3.
 
   
Find the 90th percentile (that is, find the score k that has 90 % of the scores below k and
10% of the scores above k).
  


 (Return to Problem)
 
    Find the 90th percentile. For each problem or part of a problem, draw a new graph. Draw
the x-axis. Shade the area that corresponds to the 90th percentile.
  
 Let 
k
 = the 90th percentile. 

k
 is located on the x-axis.


P
(
x
<
k
)

 is the area to the left of

k
. The 90th percentile 
k
 separates the exam scores into those that are the same or lower
than 
k
 and those that are the same or higher. Ninety percent of the test scores are the
same or lower than 
k
 and 10% are the same or higher. 
k
 is often called a  critical value.
 
k
=
69.4

(calculator or computer)
  [image: Normal distribution curve with values of 63 and x on the x-axis. The x-axis is equal to X. A vertical upward line extends from point x to the curve. The probability area, occurring from the beginning of the curve to point x, is equal to 0.90.]
 The 90th percentile is 69.4. This means that 90% of the test scores fall at
or below 69.4 and 10% fall at or above.
For the TI-83+ or TI-84 calculators, use invNorm in 2nd DISTR.
invNorm(area to the left, mean, standard deviation)
For this problem,
invNorm(0.90,63,5) = 69.4




Problem 4.
 
   
  Find the 70th percentile (that is, find the score k such that 70% of scores are below k and
30% of the scores are above k).
  


 (Return to Problem)
 
   Find the 70th percentile.
  
 Draw a new graph and label it appropriately. 

k
=
65.6

 The 70th percentile is 65.6. This means that 70% of the test scores fall at or
below 65.5 and 30% fall at or above.
 invNorm(0.70,63,5) = 65.6






Example 6.6. 
 A computer is used for office work at home, research, communication, personal finances, education,
entertainment, social networking and a myriad of other things. Suppose that the average number of hours a household
personal computer is used for entertainment is 2 hours per day. Assume the times for
entertainment are normally distributed and the standard deviation for the times is half an hour.

Problem 1.
 
   
Find the probability that a household personal computer is used between 1.8 and 2.75 hours
per day.
  


 (Return to Problem)
 Let 
X = the amount of time (in hours) a household personal computer is used for entertainment.

		x
		~
		N
		(
		2
		,
		0.5
		)
	
where μ=2 and 
σ=0.5.
  
 Find 
P
(
1.8
<
x
<
2.75
)
. 
 The probability for which you are
looking is the area between 



x
=
1.8

and 
  [image: Normal distribution curve with values 1.8, 2, and 2.75 on the x-axis. The x-axis is equal to X. Vertical upward lines extend upward from 1.8 and 2.75 to the curve.]
 normalcdf(1.8,2.75,2,0.5) = 0.5886
 The probability that a household personal computer is used between 1.8 and 2.75 hours
per day for entertainment is 0.5886.




Problem 2.
 
   
   Find the maximum number of hours per day that the bottom quartile of households use a
personal computer for entertainment.
  


 (Return to Problem)
 To find the maximum number of hours per day that the bottom quartile of
households uses a personal computer for entertainment, find the 25th percentile, k,
where 


P
(
x
< 
k
)

=
0.25
.
  
  [image: Normal distribution curve with value k on the x-axis. The probability area from k to the end of the curve is equal to 0.75 and the rest of the area is equal to 0.25.]
 invNorm(0.25,2,.5) = 1.66
 The maximum number of hours per day that the bottom quartile of households uses a
personal computer for entertainment is 1.66 hours.







6.6. Summary of Formulas*






<ext:rule> 
		X
		~
		N
		(
		μ
		,
		σ
		)
	

 μ = the mean  = the standard deviation


</ext:rule><ext:rule> 
		Z
		~
		N
		(
		0
		,
		1
		)
	

 z
= a standardized value (z-score)
 mean = 0  standard deviation = 1


</ext:rule><ext:rule> To find the kth percentile when the z-score is known:


k
=
μ
+
(
z
)
σ





</ext:rule><ext:rule> 



</ext:rule><ext:rule> The area to the left: 


P
(
X
<
x
)




</ext:rule><ext:rule> The area to the right:

		
				P
				(
				X
			>
				x
				)
			
		=
		1
		–
		
				P
				(
				X
			<
				x
				)
			
	


</ext:rule>
Glossary



	Normal Distribution
	
   A continuous random variable (RV) with pdf  
, where μ  is the mean of the distribution and σ  is the standard deviation. Notation: X  ~   N
  (μ, σ). If μ=0 and σ=1, the RV is called the standard normal distribution.
    

	Standard Normal Distribution
	
A continuous random variable (RV) 
X~N(0,1)..  When X follows the standard normal distribution, it is often noted as 
Z~N(0,1).
    

	z-score
	
The linear transformation of the form 
. 

If this transformation is applied to any normal distribution
X~N(
μ
,
σ)  ,  
 
the result is the standard normal distribution 
Z~N(0,1). If this transformation is applied to any specific value 
x of the RV with mean 
μ and standard deviation 
σ , the result is called the  z-score of 
x. Z-scores allow us to compare data that are normally distributed but scaled differently.
    



Solutions
1. 
  This z-score tells you that x = 10 is 2.5 standard deviations to the right
 of the mean 5.
  

2. 
  
z = -4. This
z-score tells you that x = -3 is 4 standard deviations to the left
of the mean.
  




    
      [image: Collaborative Statistics]
    

  Chapter 3. Probability Topics



3.1. Probability Topics*


This module introduces the concept of Probability, the chance of an event occurring.



	Student Learning Outcomes
	Introduction
	Optional Collaborative Classroom Exercise


Student Learning Outcomes



 
By the end of this chapter, the student should be able to:

 	Understand and use the terminology of probability.

	Determine whether two events are mutually exclusive and whether two events are 
independent.

	Calculate probabilities using the Addition Rules and Multiplication
Rules.

	Construct and interpret Contingency Tables.

	Construct and interpret Venn Diagrams (optional).

	Construct and interpret Tree Diagrams (optional).




Introduction



 It is often necessary to "guess" about the outcome of an event in order to make a decision.
Politicians study polls to guess their likelihood of winning an election. Teachers choose a
particular course of study based on what they think students can comprehend. Doctors
choose the treatments needed for various diseases based on their assessment of likely results. You may have visited a casino where
people play games chosen because of the belief that the likelihood of winning is good. You
may have chosen your course of study based on the probable availability of jobs.
 You have, more than likely, used probability. In fact, you probably have an intuitive sense of
probability. Probability deals with the chance of an event occurring. Whenever you weigh the
odds of whether or not to do your homework or to study for an exam, you are using
probability. In this chapter, you will learn to solve probability problems using a systematic
approach. 

Optional Collaborative Classroom Exercise



 Your instructor will survey your class. Count the number of students in the class today.

 	Raise your hand if you have any change in your pocket or purse. Record the
number of raised hands. 

	Raise your hand if you rode a bus within the past month. Record the number of
raised hands.

	Raise your hand if you answered "yes" to BOTH of the first two questions. Record
the number of raised hands.



 Use the class data as estimates of the following probabilities. P(change) means the probability
that a randomly chosen person in your class has change in his/her pocket or purse. P(bus)
means the probability that a randomly chosen person in your class rode a bus within the last
month and so on. Discuss your answers.
 	Find P(change).

	Find P(bus).

	Find P(change and bus) Find the probability that a randomly chosen student in your class
has change in his/her pocket or purse and rode a bus within the last month.

	Find P(change| bus) Find the probability that a randomly chosen student has change given
that he/she rode a bus within the last month. Count all the students that rode a bus. From
the group of students who rode a bus, count those who have change. The probability is
equal to those who have change and rode a bus divided by those who rode a bus.





3.2. Terminology*


Probability: Terminology is part of the collection col10555 written by Barbara Illowsky and Susan Dean defines key terms related to Probability and has contributions from Roberta Bloom.



 Probability is a measure that is associated with how certain we are of outcomes of a particular experiment or activity. An experiment is a planned operation carried out under controlled
conditions. If the result is not predetermined, then the experiment is said to be a chance
experiment. Flipping one fair coin twice is an example of an experiment.


 The result of an experiment is called an outcome. A sample space is a set of all possible
outcomes. Three ways to represent a sample space are to list the possible outcomes, to
create a tree diagram, or to create a Venn diagram. The uppercase letter S is used to
denote the sample space. For example, if you flip one fair coin, S = {H, T} where H =
heads and T = tails are the outcomes.
 An event is any combination of outcomes. Upper case letters like A and B represent
events. For example, if the experiment is to flip one fair coin, event A might be getting at
most one head. The probability of an event A is written P(A).
 The  probability of any outcome is the long-term relative frequency of that outcome.
Probabilities are between 0 and 1, inclusive
(includes 0 and 1 and all numbers between these values). P(A) = 0 means the event A can
never happen. P(A) = 1 means the event A always happens.  P(A) = 0.5 means the event A is equally likely to occur or not to occur. For example, if you flip one fair coin repeatedly (from 20 to 2,000 to 20,000 times) the relative fequency of heads approaches 0.5 (the probability of heads).
  Equally likely means that each outcome of an experiment occurs with equal probability. For
example, if you toss a fair, six-sided die, each face (1, 2, 3, 4, 5, or 6) is as likely to occur as
any other face. If you toss a fair coin, a Head(H) and a Tail(T) are equally likely to occur.  If you randomly guess the answer to a true/false question on an exam, you are equally likely to select a correct answer or an incorrect answer.
 To calculate the probability of an event A when all outcomes in the sample space are equally likely, count the number of outcomes for event A and divide by the
total number of outcomes in the sample space. For example, if you toss a fair dime and a fair nickel, the
sample space is {HH, TH, HT, TT} where T = tails and H = heads. The sample space has four
outcomes. A = getting one head. There are two outcomes {HT, TH}. .
 Suppose you roll one fair six-sided die, with the numbers {1,2,3,4,5,6} on its faces. Let event E = rolling a number that is at least 5. There are two outcomes {5, 6}. .
If you were to roll the die only a few times, you would not be surprised if your observed results did not match the probability. If you were to roll the die a very large number of times, you would expect that, overall, 2/6 of the rolls would result in an outcome of "at least 5".  You would not expect exactly 2/6.  The long-term relative frequency of obtaining this result would approach the theoretical probability of 2/6 as the number of repetitions grows larger and larger.  
 This important characteristic of probability experiments is the known as the Law of Large Numbers: as the number of repetitions of an experiment is increased, the relative frequency  obtained in the experiment tends to become closer and closer to the theoretical probability.  Even though the outcomes don't happen according to any set pattern or order, overall, the long-term observed relative frequency will approach the theoretical probability.  (The word  empirical  is often used  instead of the word observed.) The Law of Large Numbers will be discussed again in Chapter 7.   
 It is important to realize that in many situations, the outcomes are not equally likely. A coin or die may be unfair, or biased . Two math professors in Europe had their statistics students test the Belgian 1 Euro coin and discovered that in 250 trials, a head was obtained 56% of the time and a tail was obtained 44% of the time.  The data seem to show that the coin is not a fair coin; more repetitions would be helpful to draw a more accurate conclusion about such bias. Some dice may be biased. Look at the dice in a game you have at home; the spots on each face are usually small holes carved out and then painted to make the spots visible. Your dice may or may not be biased; it is possible that the outcomes may be affected by the slight weight differences due to the different numbers of holes in the faces.  Gambling casinos have a lot of money depending on outcomes from rolling dice, so casino dice are made differently to eliminate bias. Casino dice have flat faces; the holes are completely filled with paint having the same density as the material that the dice are made out of so that each face is equally likely to occur. Later in this chapter we will learn techniques to use to work with probabilities for events that are not equally likely.
 
"OR" Event:
An outcome is in the event A OR B if the outcome is in A or is in B or is in both A and B.
For example, let A = {1, 2, 3, 4, 5} and B = {4, 5, 6, 7, 8}. A OR B = {1, 2, 3, 4, 5, 6, 7, 8}. Notice that 4 and 5 are NOT listed twice.
 
"AND" Event:
An outcome is in the event A AND B if the outcome is in both A and B at the same
time.

 For example, let A and B be {1, 2, 3, 4, 5} and {4, 5, 6, 7, 8}, respectively.
Then A AND B = {4, 5}.
 The complement of event A is denoted A' (read "A prime"). A' consists of all outcomes
that are NOT in A. Notice that P(A) + P(A') = 1. For example, let S = {1, 2, 3, 4, 5, 6}
and let A = {1, 2, 3, 4}. Then,  
 The conditional probability of A given B is written P(A|B). 

P(A|B) is the probability that event A will occur given that the event B has already occurred. 

A conditional reduces the sample
space. We calculate the probability of A from the reduced sample space B. The formula
to calculate P(A|B) is
 P(A|B)= 

 where P(B) is greater than 0.
 For example, suppose we toss one fair, six-sided die.  The sample space S = {1, 2, 3, 4, 5, 6}. Let A = face is 2 or 3 and B = face is even (2, 4, 6). To calculate P(A|B), we count the number of outcomes 2 or 3 in the sample space B = {2, 4, 6}. Then we divide that by the number of outcomes in B (and not S). 
 We get the same result by using the formula. Remember that S has 6 outcomes.
 P(A|B)= 


 
Understanding Terminology and Symbols
It is important to read each problem carefully to think about and understand what the events are. Understanding the wording is the first very important step in solving probability problems. Reread the problem several times if necessary. Clearly identify the event of interest.  Determine whether there is a condition stated in the wording that would indicate that the probability is conditional; carefully identify the condition, if any.

Exercise 1.
 
		 In a particular college class, there are male and female students.
Some students have long hair and some students have short hair.
Write the  symbols  for the probabilities of the events for parts (a) through (j) below. (Note that you can't find numerical answers here.  You were not given enough information to find any probability values yet; concentrate on understanding the symbols.)


  
 	Let F be the event that a student is female.

	Let M be the event that a student is male.

	Let S be the event that a student has short hair.

	Let L be the event that a student has long hair.



 	a.  The probability that a student does not have long hair.
	b.  The probability that a student is male or has short hair.
	c.  The probability that a student is a female and has long hair.
	d.  The probability that a student is male, given that the student has long hair.
	e.  The probability that a student has long hair, given that the student is male.
	f.  Of all the female students, the probability that a student has short hair.
	g.  Of all students with long hair, the probability that a student is female.
	h.  The probability that a student is female or has long hair.
	i.  The probability that a randomly selected student is a male student with short hair.
	j.  The probability that a student is female. 


 (Return to Exercise)
 	a.  P(L')=P(S) 
	b.  P(M or S) 
	c.  P(F and L) 
	d.  P(M|L) 
	e.  P(L|M) 
	f.  P(S|F) 
	g.  P(F|L) 
	h.  P(F or L) 
	i.  P(M and S) 
	j.  P(F) 





 **With contributions from Roberta Bloom

3.3. Independent and Mutually Exclusive Events*


Probability: Independent and Mutually Exclusive Events is part of the collection col10555 written by Barbara Illowsky and Susan Dean and explains the concept of independent events, where the probability of event A does not have any effect on the probability of event B, and mutually exclusive events, where events A and B cannot occur at the same time.  The module has contributions from Roberta Bloom.



	Independent Events
	Mutually Exclusive Events


 Independent and mutually exclusive do not mean the same thing. 
Independent Events



 Two events are independent if the following are true:
 	P(A|B) = P(A)

	P(B|A) = P(B)

	P(A AND B) = P(A) ⋅ P(B)



 Two events A and B  are independent if the knowledge that one occurred does not affect the chance the other occurs. For example, the outcomes of two roles of a fair die are independent events.
The outcome of the first roll does not change the probability for the outcome of the second
roll. To show two events are independent, you must show only one of the above conditions. If two events are NOT independent, then we say that they are dependent.
 Sampling may be done with replacement or without replacement. 
 	With replacement: If each member of a population is replaced after it is picked, then that member has the possibility of being chosen more than once. When sampling is done with replacement, then events are considered to be independent, meaning the result of the first pick will not change the probabilities for the second pick. 

	Without replacement::  When sampling is done without replacement, then each member of a population may be chosen only once. In this case, the probabilities for the second pick are affected by the result of the first pick. The events are considered to be dependent or not independent.



 If it is not known whether A and B are independent or dependent, assume they
are dependent until you can show otherwise.

Mutually Exclusive Events



 A and B are mutually exclusive events if they cannot occur at the same time. This means
that A and B do not share any outcomes and P(A AND B) = 0.

 For example, suppose the sample space S = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}. Let A = {1, 2, 3, 4, 5}, B = {4, 5, 6, 7, 8}, and C = {7, 9}. A AND B= {4, 5}. P(A AND B) =  and is not equal to zero. Therefore, A and B are not mutually exclusive. A and C do not have any numbers in common so
P(A AND C) = 0. Therefore, A and C are mutually exclusive.

 If it is not known whether A and B are mutually exclusive, assume they are not until you can show otherwise.

 The following examples illustrate these definitions and terms.
Example 3.1. 
 Flip two fair coins. (This is an experiment.) 
 The sample space is {HH, HT, TH, TT} where T = tails and H = heads. The outcomes
are HH, HT, TH, and TT. The outcomes HT and TH are different. The HT means that
the first coin showed heads and the second coin showed tails. The TH means that the first coin showed tails and the second coin showed heads.
 	Let A = the event of getting at most one tail. (At most one tail means 0 or 1 tail.)
Then A can be written as {HH, HT, TH}. The outcome HH shows 0 tails. HT and
TH each show 1 tail.

	Let B = the event of getting all tails. B can be written as {TT}. B is the complement of
A. So, B = A'. Also, P(A) + P(B) = P(A) + P(A') = 1.

	The probabilities for A and for B are  and .

	Let C = the event of getting all heads. C = {HH}. Since B = {TT}, P(B AND C) = 0. B
and C are mutually exclusive. (B and C have no members in common because you
cannot have all tails and all heads at the same time.)

	Let D = event of getting more than one tail. D= {TT}. .

	Let E = event of getting a head on the first roll. (This implies you can get either a head
or tail on the second roll.) E = {HT, HH}. .

	Find the probability of getting at least one (1 or 2) tail in two flips. Let F = event of
getting at least one tail in two flips. F= {HT, TH, TT}. 





Example 3.2. 
 Roll one fair 6-sided die. The sample space is {1, 2, 3, 4, 5, 6}.
Let event A = a face is odd. Then A = {1, 3, 5}. Let event B = a face is even.
Then B = {2, 4, 6}.
 	Find the complement of A, A'. The complement of A, A', is B because A and
B together make up the sample space. P(A) + P(B) = P(A) + P(A') = 1.
Also,  and 

	Let event C = odd faces larger than 2. Then C = {3, 5}. Let event D = all even
faces smaller than 5. Then D= {2, 4}. P(C and D)= 0 because you cannot have an
odd and even face at the same time. Therefore, C and D are mutually exclusive
events.

	Let event E = all faces less than 5. E= {1, 2, 3, 4}. 


Problem 
 
 
Are C and E mutually
exclusive events? (Answer yes or no.) Why or why not?


 (Return to Problem)
No.  C = {3, 5} and E = {1, 2, 3, 4}. . To be mutually exclusive, P(C AND E) must be 0.







	Find P(C|A). This is a conditional. Recall that the event C is 
 
{3, 5}

and event A is

{1, 3, 5}. To find P(C|A), find the probability of C using the sample space A. You
have reduced the sample space from the original sample space 

{1, 2, 3, 4, 5, 6}


 to {1, 3, 5}. So, 





Example 3.3. 
 Let event G = taking a math class. Let event H = taking a science class. Then, G AND H = taking a math class and a science class.  Suppose P(G)= 0.6, P(H)=0.5, and P(G AND H)= 0.3. Are G and H independent?
 If G and H are independent, then you must show ONE of the following:
 	P(G|H)=P(G)

	P(H|G)=P(H)

	P(G AND H)=  P(G)⋅P(H)




The choice you make depends on the information you have. You could choose any of
the methods here because you have the necessary information.


Problem 1.
 
    Show that 
     P(G|H)=P(G).
   

  
 (Return to Problem)

   
 



Problem 2.
 
    
Show P(G AND H)=  P(G)⋅P(H).
   

  
 (Return to Problem)

   P(G)
   ⋅
   P(H)
    = 
   0.6
   ⋅
   0.5
    = 
   0.3
    = 
   P(G AND H)

  
 



 Since G and H are independent, then, knowing that a person is taking a science class does
not change the chance that he/she is taking math. If the two events had not been
independent (that is, they are dependent) then knowing that a person is taking a science
class would change the chance he/she is taking math. For practice, show that P(H|G)=P(H) to show that G and H are independent events.


Example 3.4. 
 In a box there are 3 red cards and 5 blue cards. The red cards are
marked with the numbers 1, 2, and 3, and the blue cards are marked with the numbers 1, 2, 3,
4, and 5. The cards are well-shuffled. You reach into the box (you cannot see into it) and
draw one card.
 Let R = red card is drawn, B = blue card is drawn, E = even-numbered card is drawn.
 The sample space

S
         = 
        R1, R2, R3, B1, B2, B3, B4, B5
. S has 8 outcomes.
 	
. 
. 

    P(R AND B) 
    = 
    0
. (You cannot draw one card that is both
red and blue.)

	. (There are 3 even-numbered cards, R2, B2, and B4.)

	. (There are 5 blue cards: B1, B2, B3, B4, and B5. Out of the blue cards,
there are 2 even cards: B2 and B4.)

	. (There are 3 even-numbered cards: R2, B2, and B4. Out of the
even-numbered cards, 2 are blue: B2 and B4.)

	The events R and B are mutually exclusive because P(R AND B)= 0.

	Let G = card with a number greater than 3. G= {B4, B5}. .
Let H = blue card numbered between 1 and 4, inclusive. H= {B1,B2,B3, B4}.
. (The only card in H that has a number greater than 3 is B4.)
Since , P(G)= P(G|H) which means that G and H are independent.





Example 3.5. 
 In a particular college class, 60% of the students are female.   50 % of all students in the class have long hair.   45% of the students are female and have long hair.	Of the female students, 75% have long hair.
Let F be the event that the student is female. Let L be the event that the student has long hair.  One student is picked randomly.
Are the events of being female and having long hair independent?

 	The following probabilities are given in this example:

	 P(F )= 0.60 ;  P(L )= 0.50

	 P(F AND L)= 0.45

	 P(L|F)= 0.75




The choice you make depends on the information you have. You could use the first or last condition on the list for this example.  You do not know P(F|L) yet, so you can not use the second condition.


 
Solution 1
Check whether P(F and L) = P(F)P(L): We are given that P(F and L) = 0.45 ; but P(F)P(L) = (0.60)(0.50)= 0.30  The events of being female and having long hair are not independent because P(F and L) does not equal P(F)P(L).
 
Solution 2
check whether P(L|F) equals P(L): We are given that P(L|F) = 0.75 but P(L) = 0.50; they are not equal.  The events of being female and having long hair are not independent.
 
Interpretation of Results
The events of being female and having long hair are not independent; knowing that a student is female changes the probability that a student has long hair.


 **Example 5 contributed by Roberta Bloom

3.4. Two Basic Rules of Probability*


This module introduces the multiplication and addition rules used when calculating probabilities.



	The Multiplication Rule
	The Addition Rule


The Multiplication Rule



 If A and B are two events defined on a sample space, then:
P(A AND B) = P(B)⋅P(A|B).    
 This rule may also be written as : P(A|B)= 

 (The probability of A given B equals the probability of A and B divided by the probability of B.)
 If  A and B are independent, then P(A|B)= P(A).
Then P(A AND B)=  P(A|B) P(B)  becomes  P(A AND B) = P(A) P(B).  

The Addition Rule



 If A  and B are defined on a sample space, then:   
P(A OR B) = P(A) + P(B) – P(A AND B). 
 If A and B are mutually exclusive, then   P(A AND B) =0.    
Then P(A OR B) = P(A) + P(B) – P(A AND B) becomes  P(A OR B) =P(A) + P(B). 

Example 3.6. 
 
Klaus is trying to choose where to go on vacation. His two choices are: A = New Zealand  and B =  Alaska

 	Klaus can only afford one vacation.   The probability that he chooses A is P(A)= 0.6 and the probability that he chooses B is P(B) = 0.35.

	P(A and B)= 0 because Klaus can only afford to take one vacation

	Therefore, the probability that he chooses either New Zealand or Alaska is P(A OR B)= P(A)+P(B)  =  0.6 + 0.35= 0.95.  Note that the probability that he does not choose to go anywhere on vacation must be 0.05.





Example 3.7. 
 
 Carlos plays college soccer.  He makes a goal 65% of the time he shoots.  Carlos is going to attempt two goals in a row in the next game.

 A = the event Carlos is successful on his first attempt.   P(A) = 0.65.
B = the event Carlos is successful on his second attempt.  P(B) = 0.65.
Carlos tends to shoot in streaks.  The probability that he makes the second goal GIVEN that he made the first goal is 0.90.
Problem 1.
 
   
   What is the probability that he makes both goals?
  

 
 (Return to Problem)
 
    The problem is asking you to find P(A AND B) = 
    P(B AND A).  Since P(B|A) = 
    0.90:
  
(3.1)
   P(B AND A) 
   =
   P(B|A) P(A) 
    =  
   0.90 
   *
   0.65
   =
   0.585
   
 Carlos makes the first and second goals with probability 0.585.




Problem 2.
 
   
   What is the probability that Carlos makes either the first goal or the second goal?
  
    
 
 (Return to Problem)
 
    The problem is asking you to find P(A OR B). 
  
(3.2)P(A OR B)  
     =  
     P(A) 
     +
     P(B)
     – 
     P(A AND B)  
     = 
     0.65
     +
     0.65
     –
     0.585
     =
     0.715
   
 
   Carlos makes either the first goal or the second goal with probability 0.715.
  




Problem 3.
 
   
    Are A and B independent?
  


 (Return to Problem)
 No, they are not, because 
 
  P(B AND A)
   = 
  0.585
 .
(3.3)
 P(B)
  ⋅ 
 P(A)
  = 
 (0.65)
  ⋅ 
 (0.65)
  = 
 0.423

(3.4)
 0.423
  ≠ 
 0.585
  = 
 P(B AND A)

 So,  P(B AND A) is not equal to 
 P(B)
 ⋅
 P(A)
.




Problem 4.
 
   Are A  and B mutually exclusive?
  

 
 (Return to Problem)
 
   No, they are not because P(A and B) = 0.585.
  
 
   To be mutually exclusive, P(A AND B) must equal  0.
  






Example 3.8. 
 
  A community swim team has 150 members.  Seventy-five of the members are advanced swimmers.  Forty-seven of the members are intermediate swimmers.  The remainder are novice swimmers.   Forty of the advanced swimmers practice 4 times a week.  Thirty of the intermediate swimmers practice 4 times a week.  Ten of the novice swimmers practice 4 times a week.  Suppose one member of the swim team is randomly chosen.  Answer the questions (Verify the answers):

Problem 1.
  
   
   What is the probability that the member is a novice swimmer?
  

 
 (Return to Problem)

   
  



Problem 2.
  
   
   What is the probability that the member practices 4 times a week?
  

 
 (Return to Problem)

   
  



Problem 3.
  
   
   What is the probability that the member is an advanced swimmer and practices 4 times  a week?
  

 
 (Return to Problem)
   
   
  



Problem 4.
  
   
   What is the probability that a member is an advanced swimmer and an intermediate swimmer?  Are being an advanced swimmer and an intermediate swimmer mutually exclusive?  Why or why not?    
  

 
 (Return to Problem)

 P(advanced AND intermediate) 
  =  
 0
, so these are mutually exclusive events.  A swimmer cannot be an advanced swimmer and an intermediate swimmer at the same time.
  



Problem 5.
  
   
   Are being a novice swimmer and practicing 4 times a week independent events? Why or why not?
  

 
 (Return to Problem)
 No, these are not independent events.
(3.5)
    P(novice AND practices 4 times per week) 
    = 
    0.0667
   
(3.6)
    P(novice)
    ⋅  
    P(practices 4 times per week) 
    = 
    0.0996
   
(3.7)
    0.0667 
    ≠
    0.0996
   






Example 3.9. 
 Studies show that, if she lives to be 90, about 1 woman in 7 (approximately 14.3%) will develop breast cancer.  Suppose that of those women who develop breast cancer, a  test is negative 2% of the time.  Also suppose that in the general population of women, the test for breast cancer is negative about 85% of the time. 
Let  B = woman develops breast cancer and let N = tests negative. Suppose one woman is selected at random.

Problem 1.
  
   What is the probability that the woman develops breast cancer?  What is the probability that woman 
   tests negative?
  

 
 (Return to Problem)

                                                                                                         P(B) =0.143     ;    P(N) = 0.85

  



Problem 2.
  
   Given that the woman has breast cancer, what is the probability that she tests negative?
  

 
 (Return to Problem)

          P(N|B) = 0.02
  



Problem 3.
  
   What is the probability that the woman has breast cancer AND tests negative?
  

 
 (Return to Problem)
P(B AND N) = P(B) ⋅ P(N|B) = (0.143) ⋅ (0.02) =0.0029

  



Problem 4.
  
   What is the probability that the woman has breast cancer or tests negative?
  

 
 (Return to Problem)
P(B OR N) = P(B) + P(N) – P(B AND N) = 0.143 + 0.85 – 0.0029 = 0.9901

  



Problem 5.
  
   
   Are having breast cancer and testing negative independent events?
  

 
 (Return to Problem)

                                      No.  P(N) = 0.85;  P(N|B) = 0.02.  So, P(N|B) does not equal P(N)

  



Problem 6.
  
   
   Are having breast cancer and testing negative mutually exclusive?
  

 
 (Return to Problem)
No.  P(B AND N) =0.0029.  For B and N to be mutually exclusive, 
       P(B AND N) must be 0.
  






3.5. Contingency Tables*


This module introduces the contingency table as a way of determining conditional probabilities.



 A contingency table provides a way of portraying data that can facilitate calculating probabilities. The table helps in determining conditional probabilities quite easily.  The table displays sample values in relation to  two different variables that may be dependent or contingent on one another.  Later on, we will use contingency tables again, but in another manner.

Contingincy tables provide a way of portraying data that can facilitate calculating probabilities.
Example 3.10. 
 
Suppose a study of speeding violations and drivers who use car phones produced the following fictional data:

Table 3.1. 	 	Speeding violation 
in the last year	No speeding violation
in the last year	Total
	Car phone user	25	280	305
	Not a car phone user	45	405	450
	Total	70	685	755


 The total number of people in the sample is 755.   The row totals are 305 and 450.  The column totals are 70 and 685.   Notice that 305+450=755 and 70+685=755.
 Calculate the following probabilities using the table
Problem 1.
 
   
   P(person is a car phone user) = 
  

 
 (Return to Problem)

    
  



Problem 2.
 
   
   P(person had no violation in the last year)  = 
  

 
 (Return to Problem)

   
  



Problem 3.
 
   
  P(person had no violation in the last year AND was a car phone user)   =
  

 
 (Return to Problem)


  



Problem 4.
 
   
  P(person is a car phone user OR person had no violation in the last year)   =
  

 
 (Return to Problem)

  



Problem 5.
 
   
  P(person is a car phone user GIVEN person had a violation in the last year)   =  
  

 
 (Return to Problem)


   (The sample space is reduced to the number of persons who had a violation.)
  



Problem 6.
 
   
  P(person had no violation last year GIVEN person was not a car phone user)   =  
  

 
 (Return to Problem)


(The sample space is reduced to the number of persons who were not car phone users.) 
  





Example 3.11. 
 The following table shows a random sample of 100 hikers and the areas of hiking preferred:

Table 3.2. Hiking Area Preference	Sex	The Coastline	Near Lakes and Streams	On Mountain Peaks	Total
	Female	18	16	___	45
	Male	___	___	14	55
	Total	___	41	___	___


Problem 1.
 
   
    Complete the table.
  


 (Return to Problem)
Table 3.3. Hiking Area Preference	Sex	The Coastline	Near Lakes and Streams	On Mountain Peaks	Total
	Female	18	16	11	45
	Male	16	25	14	55
	Total	34	41	25	100






Problem 2.
 
   
    Are the events "being female" and "preferring the coastline" independent events?
  

   
    Let F = being female and let C = preferring the coastline.
  

   	a. P(F AND C) =
	b. P(F)⋅P(C) =


   
   Are these two numbers the same?  If they are, then F and C are independent.  If they are not, then F and C are not independent.


 (Return to Problem)
 	a. 
   
  
	b. 
   
  

 
    P(F AND C)
    ≠
    P(F)⋅P(C), so the events F and C are not independent.

  




Problem 3.
 
   
Find the probability that a person is male given that the person prefers hiking near lakes and streams.  Let M = being male and let L = prefers hiking near lakes and streams.



 	a. What word tells you this is a conditional? 
	b. Fill in the blanks and calculate the probability: P(___|___)=___.
	c. Is the sample space for this problem all 100 hikers? If not, what is it?        




 (Return to Problem)
 	a. The word 'given' tells you that this is a conditional.
	b. 
	c. No, the sample space for this problem is 41.





Problem 4.
 
   
   Find the probability that a person is female or prefers hiking on mountain peaks.
   Let F = being female and let P = prefers mountain peaks.
  


   	a. P(F)= 
	b. P(P)= 
	c. P(F AND P)=
	d. Therefore, P(F OR P)= 




 (Return to Problem)
 	a.  
	b.  
	c. 
	d.  







Example 3.12. 
 Muddy Mouse lives in a cage with 3 doors.  If Muddy goes out the first door, the probability that he gets caught by Alissa the cat is  and the probability he is not caught is .  If he goes out the second door, the probability he gets caught by Alissa is  and the probability he is not caught is .  The probability that Alissa catches Muddy coming out of the third door is  and the probability she does not catch Muddy is .  It is equally likely that Muddy will choose any of the three doors so the probability of choosing each door is .

Table 3.4. Door Choice	Caught or Not	Door One	Door Two	Door Three	Total
	Caught				____
	Not Caught				____
	Total	____	____	____	1


 	The first entry  is P(Door One AND Caught).

	The entry
  is P(Door One AND Not Caught).



 Verify the remaining entries.
Problem 1.
 
   Complete the probability contingency table.  Calculate the entries for the totals.  Verify that the lower-right corner entry is 1.
  


 (Return to Problem)
Table 3.5. Door Choice	Caught or Not	Door One	Door Two	Door Three	Total
	Caught				
	Not Caught				
	Total				1






Problem 2.
 
   
     	What is the probability that Alissa does not catch Muddy?
  


 (Return to Problem)

    
  



Problem 3.
 
   
       	 What is the probability that Muddy chooses Door One OR Door Two given that Muddy is caught by Alissa?
  


 (Return to Problem)





You could also do this problem by using a probability tree.  See the Tree Diagrams (Optional) section of this chapter for examples.





3.6. Venn Diagrams (optional)*


This module introduces Venn diagrams as a method for solving some probability problems.  This module is included in the Elementary Statistics textbook/collection as an optional lesson.



 A Venn diagram is a picture that represents the outcomes of an experiment.  It generally consists of a box that represents the sample space S together with circles or ovals.  The circles or ovals represent events.
Example 3.13. 
 Suppose an experiment has the outcomes 1, 2, 3, ... , 12 where each outcome has an equal chance of occurring.  Let event A=
  {1, 2, 3, 4, 5, 6}


 and event B=
  {6, 7, 8, 9}.  Then A AND B=
  {6} and A OR B=
  {1, 2, 3, 4, 5, 6, 7, 8, 9}.  The Venn diagram is as follows:

 [image: A Venn diagram. An oval representing set A contains the values 1, 2, 3, 4, 5, and 6. An oval representing set B also contains the 6, along with 7, 8, and 9. The values 10, 11, and 12 are present but not contained in either set.]


Example 3.14. 
 Flip 2 fair coins.  Let A = tails on the first coin.   Let B = tails on the second coin. Then  A = {TT, TH} and  B = {TT, HT}.  

Therefore, A AND B= {TT}.   
A OR B= {TH, TT, HT}.

 The sample space when you flip two fair coins is S  =  {HH, HT, TH, TT}.  The outcome HH is in neither A nor B.  The Venn diagram is as follows: 
 [image: Venn diagram with set A containing Tails + Heads and Tails + Tails, and set B containing Tails + Tails and Head + Tails. Head + Heads is contained in neither set, and set A and set B share Tails + Tails.]


Example 3.15. 
 Forty percent of the students at a local college belong to a club and 50% work part time.  Five percent of the students work part time and belong to a club.  Draw a Venn diagram showing the relationships.  Let C = student belongs to a club and  PT = student works part time.

  [image: Venn diagram with one set containing students in clubs and students in clubs and working part-time and another set containing C/PT and students working part-time. Both sets share C/PT.]
 If a student is selected at random find
 	The probability that the student belongs to a club. P(C) =0.40.

	The probability that the student works part time. P(PT) = 0.50.

	The probability that the student belongs to a club AND works part time. P(C AND PT) =0.05.

	The probability that the student belongs to a club given that the student works part time.


(3.8)




	The probability that the student belongs to a club OR works part time.


(3.9)
  P(C OR PT)
  =
  P(C)
  +
  P(PT)
  –
  P(C AND PT)
  =
  0.40
  +
  0.50
  –
  0.05
  =
  0.85

 








3.7. Tree Diagrams (optional)*


This module introduces tree diagrams as a method for making some probability problems easier to solve.  This module is included in the Elementary Statistics textbook/collection as an optional lesson.



 A tree diagram is a special type of graph used to determine the outcomes of an experiment.  It consists of  "branches" that are labeled with either frequencies or probabilities.  Tree diagrams can make some probability problems easier to visualize and solve.  The following example illustrates  how to use a tree diagram.
Example 3.16. 
 In an urn, there are 11 balls.  Three balls are red (R) and 8 balls are blue (B).  Draw two balls, one at a time, with replacement.  "With replacement" means that you put the first ball back in the urn before you select the second ball.  The tree diagram using frequencies that show all the possible outcomes follows.

 [image: Tree diagram consisting of the first draw for the first branch and the second draw for the second branch. The first branch consists of 2 lines, 3R and 8B, and the second branch consists of 2 sets of 2 lines of 3R and 8B each. The lines produce 9RR, 24RB, 24BR, and 64BB.]

Figure 3.1. 
 Total=64+24+24
+9=
121

 The first set of branches represents the first draw.  The second set of branches represents the second draw.  Each of the outcomes is distinct.   In fact, we can list each red ball as R1, R2, and R3 and each blue ball as 
B1, 
B2, 
B3, 
B4, 
B5, 
B6, 
B7, and 
B8.  Then the 9 RR outcomes can be written as:
  
R1R1; R1R2; R1R3; R2R1; R2R2; R2R3; R3R1; R3R2; R3R3

 
The other outcomes are similar.
 There are a total of 11 balls in the urn.  Draw two balls, one at a time, and with replacement. There are 

 11
  ⋅ 
 11
  = 
 121

 outcomes, the size of the sample space.
Problem 1.
 
   
    List the 24 BR outcomes: B1R1, B1R2, B1R3, ...
  


 (Return to Problem)

B1R1; B1R2; B1R3; B2R1; B2R2; B2R3; B3R1; B3R2; B3R3; B4R1; B4R2; B4R3; B5R1; B5R2; B5R3; B6R1; B6R2; B6R3; B7R1; B7R2; B7R3; B8R1; B8R2; B8R3




Problem 2.
 
   
    Using the tree diagram, calculate P(RR).
  


 (Return to Problem)




Problem 3.
 
   
    Using the tree diagram, calculate P(RB OR BR).
  


 (Return to Problem)




Problem 4.
 
   
    Using the tree diagram, calculate P(R on 1st draw AND B on 2nd draw).
  


 (Return to Problem)




Problem 5.
 
   
    Using the tree diagram, calculate P(R on 2nd draw given B on 1st draw).
  


 (Return to Problem)
 
 This problem is a conditional.  The sample space has been reduced to those outcomes that already have a blue on the first draw.  There are 
 24
  + 
 64
  = 
 88
 possible outcomes (24 BR and 64 BB).  Twenty-four of the 88 possible outcomes are BR.   .




Problem 6.
 
   
    Using the tree diagram, calculate P(BB).
  


 (Return to Problem)

  



Problem 7.
 
   
    Using the tree diagram, calculate P(B on the 2nd draw given R on the first draw).
  


 (Return to Problem)
 
 There are  
 9
  + 
 24 outcomes that have 
 R
 
 on the first draw (9 
 RR
 
 and 24 
 RB
 
).  The sample space is then 
 9
  + 
 24
  = 
 33
.  Twenty-four of the 33 outcomes have 
 B
 
 on the second draw.  The probability is then  . 






Example 3.17. 
 An urn has 3 red marbles and 8 blue marbles in it.  Draw two marbles, one at a time, this time without replacement from the urn.  "Without replacement" means that you do not put the first ball back before you select the second ball.  Below is a tree diagram.  The branches are labeled with probabilities instead of frequencies. The numbers at the ends of the branches are calculated by multiplying the numbers on the two corresponding branches, for example, .

 [image: Tree diagram consisting of the first draw for the first branch and the second draw for the second branch. The first branch consists of 2 lines, B 8/11 and R 3/11, and the second branch consists of 2 sets of 2 lines with B 7/10 and R 3/10 extending from line B 8/11 and B 8/10 and R 2/10 coming from line R 3/11. These 4 lines produce BB 56/110, BR 24/110, RB 24/110, and RR 6/10.]

Figure 3.2. 



If you draw a red on the first draw from the 3 red possibilities, there are 2 red left to draw on the second draw.  You do not put back or replace the first ball after you have drawn it.  You draw without replacement, so that on the second draw there are 10 marbles left in the urn.


 Calculate the following probabilities using the tree diagram.  
Problem 1.
 
   
    P(RR) =
  


 (Return to Problem)

  



Problem 2.
 
   Fill in the blanks:
 
  


 (Return to Problem)




 



Problem 3.
 
   
   P(R on 2d | B on 1st) =
  


 (Return to Problem)

  



Problem 4.
 
   Fill in the blanks:
 
    
  


 (Return to Problem)
P(R on 1st and B on 2nd)
  = 
 P(RB)
  = 
 





  



Problem 5.
 
   
    P(BB) =
  


 (Return to Problem)

    
  



Problem 6.
 
   
    P(B on 2nd | R on 1st)  =
  


 (Return to Problem)
There are   6
  + 
 24 outcomes that have R on the first draw (6 RR and 24 RB).  The 6 and the 24 are frequencies.  They are also the numerators of the fractions   and  .  The sample space is no longer 110 but 
 6
  + 
 24
  = 
 30
.  Twenty-four of the 30 outcomes have B on the second draw.  The probability is then  .  Did you get this answer?



 If we are using probabilities, we can label the tree in the following general way.
 [image: Tree diagram consisting of a first branch and a second branch. The first branch consists of 2 lines, P(R) and P(B), and the second branch consists of 2 sets of 2 lines with one set of P(B)(B) and P(R)(B) from line P(B) and one set of P(B)(R) and P(R)(R) from line P(R). P(B)(B) and P(R)(B) produce P(B and B)=P(BB) and P(B and R)=P(BR) and P(B)(R) and P(R)(R) produce P(R and B)=P(RB) and P(R and R)=P(RR).]
 	P(R|R) here means P(R on 2nd | R on 1st)

	 P(B|R) here means P(B on 2nd | R on 1st)

	 P(R|B) here means P(R on 2nd | B on 1st)

	 P(B|B) here means P(B on 2nd | B on 1st)






3.8. Summary of Formulas*


This module provides a review of the probability formulas, including the definitions of independent, complementary, and mutually exclusive events as well as the addition and multiplication rules.



<ext:rule>

   If A and A' are complements then P(A) + P(A' ) = 1
    


</ext:rule><ext:rule>

   P(A OR B) = P(A) + P(B) – P(A AND B)
    


</ext:rule><ext:rule>

   If A and B are mutually exclusive then P(A AND B) = 0   ; so P(A OR B) = P(A) + P(B).


</ext:rule><ext:rule>

   	P(A AND B) = P(B) P(A|B)

	P(A AND B) = P(A) P(B|A)





</ext:rule><ext:rule>

   If A and B are independent then:
    
 	P(A|B) = P(A)

	P(B|A) = P(B)

	P(A AND B) = P(A) P(B)





</ext:rule>
Glossary



	Conditional Probability
	
    The likelihood that an event will occur given that another event has already occurred.
    

	Contingency Table
	
The method of displaying a frequency distribution as a table with rows and columns to show how two variables may be dependent (contingent) upon each other.  The table provides an easy way to calculate conditional probabilities.
    

	Equally Likely
	
    Each outcome of an experiment has the same probability.
    

	Event
	
     A subset in the set of all outcomes of an experiment. The set of all outcomes of an experiment is called a sample space and denoted usually by S. An event is any arbitrary subset in S. It can contain one outcome, two outcomes, no outcomes (empty subset), the entire sample space, etc. Standard notations for events are capital letters such as A, B, C, etc. 
    

	Experiment
	
  A planned activity carried out under controlled conditions.
    

	Independent Events
	
   The occurrence of one event has no effect on the probability of the occurrence of any other event. Events A and B are independent if one of the following is true: (1). P
  (
  
    A
    |
  
  B
  )
  =
  P
  (
  A
  )
  ; (2) P
  (
  
    B
    |
  
  A
  )
  =
  P
  (
  B
  )
  ; (3)  P
  (
  A
  and
  B
  )
  =
  P
  (
  A
  )
  P
  (
  B
  ).
    

	Independent Events
	
   The occurrence of one event has no effect on the probability of the occurrence of any other event. Events A and B are independent if one of the following is true: (1). P
  (
  
    A
    |
  
  B
  )
  =
  P
  (
  A
  )
  ; (2) P
  (
  
    B
    |
  
  A
  )
  =
  P
  (
  B
  )
  ; (3)  P
  (
  A
  and
  B
  )
  =
  P
  (
  A
  )
  P
  (
  B
  ).
    

	Mutually Exclusive
	
   An observation cannot fall into more than one class (category). Being in more than one category prevents being in a mutually exclusive category.
    

	Mutually Exclusive
	
   An observation cannot fall into more than one class (category). Being in more than one category prevents being in a mutually exclusive category.
    

	Outcome (observation)
	
   A particular result of an experiment.
    

	Probability
	
A number between 0 and 1, inclusive, that gives the likelihood that a specific event will occur. The foundation of statistics is given by the following 3 axioms (by A. N. Kolmogorov, 1930’s): Let S  denote the sample space and A  and B  are two events in S . Then:


	0≤P(A)≤1;.

	If A  and B  are any two mutually exclusive events, then   P
  (
  A
  or
  B
  )
  =
  P
  (
  A
  )
  +
  P
  (
  B
  )
  .

	P
  (
  S
  )
  =
  1.




    

	Sample Space
	
The set of all possible outcomes of an experiment.
    

	Sample Space
	
The set of all possible outcomes of an experiment.
    

	Sample Space
	
The set of all possible outcomes of an experiment.
    

	Tree Diagram
	
The useful visual representation of a sample space and events in the form of a “tree” with branches marked by possible outcomes simultaneously with associated probabilities (frequencies, relative frequencies).
    

	Venn Diagram
	
The visual representation of a sample space and events in the form of circles or ovals showing their intersections.
    



Solutions
 
No.  C = {3, 5} and E = {1, 2, 3, 4}. . To be mutually exclusive, P(C AND E) must be 0.


1. 
 Table 3.3. Hiking Area Preference	Sex	The Coastline	Near Lakes and Streams	On Mountain Peaks	Total
	Female	18	16	11	45
	Male	16	25	14	55
	Total	34	41	25	100




2. 
   	a. 
   
  
	b. 
   
  



   
    P(F AND C)
    ≠
    P(F)⋅P(C), so the events F and C are not independent.

  


3. 
 	a. The word 'given' tells you that this is a conditional.
	b. 
	c. No, the sample space for this problem is 41.



4. 

   	a.  
	b.  
	c. 
	d.  



1. 
Table 3.5. Door Choice	Caught or Not	Door One	Door Two	Door Three	Total
	Caught				
	Not Caught				
	Total				1




1. 

B1R1; B1R2; B1R3; B2R1; B2R2; B2R3; B3R1; B3R2; B3R3; B4R1; B4R2; B4R3; B5R1; B5R2; B5R3; B6R1; B6R2; B6R3; B7R1; B7R2; B7R3; B8R1; B8R2; B8R3


6. 
  
  

7. 
   
 There are  
 9
  + 
 24 outcomes that have 
 R
 
 on the first draw (9 
 RR
 
 and 24 
 RB
 
).  The sample space is then 
 9
  + 
 24
  = 
 33
.  Twenty-four of the 33 outcomes have 
 B
 
 on the second draw.  The probability is then  . 


2. 
  



 

3. 
  
  

4. 
  P(R on 1st and B on 2nd)
  = 
 P(RB)
  = 
 





  

5. 
  
    
  



