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Computing the Best Approximation

Summary





 Recall that if 
         P
       is an orthogonal projection onto a subspace 
         A
      , we can write
any 
         x
       as
(1)
          
            x
             = 
            P
            x
             + 
            (
            I
             – 
            P
            )
            x
          
        
 where 
         P
         x ∈ A
       and (I – P)x ⊥ A
      . We now turn to how to actually find 
         P
      .
 We begin with the finite-dimensional case, assuming that  is a basis for 
         A
      . If (I – P)x ⊥ A
       then we have that for any 
         x
      
   
(2)

 We also note that since 
         P
         x ∈ A
      , we can write 
         P
         x = ∑
            N
         
         
            k = 1
         c
         
            k
         
         v
         
            k
         
      . Thus we obtain
(3)

 from which we obtain
(4)

 We know 
         x
       and 
         v
         1,...,v
         
            N
         
      . Our goal is to find 
         c
         1,...,c
         
            N
         
      . Note that a procedure for calculating 
         c
         1,...,c
         
            k
         
       for any given 
         x
       is
equivalent to one that computes 
         Px
      .
 To find 
         c
         1,...,c
         
            N
         
      , observe that Equation 4 represents a set of 
         N
       equations with 
         N
       unknowns.
(5)

 More compactly, we want to find a vector 
         c ∈ C
            N
         
       such that 
         G
         c = b
       where
(6)

 Note
 	 
               
                  G
                is called the “Grammian” or “Gram matrix” of 
            

	 One can show since 
                  v
                  1,...,v
                  
                     N
                  
                are linearly independent that 
                  G
                is
positive definite, and hence inevitable.


	 Also note that by construction, 
                  G
                is conjugate symmetric, or “Hermitian”, i.e., 
                  G = G
                  
                     H
                  
               , where 
                  
                     H
                  
                denotes the conjugate transpose of 
                  G
               .





 Thus, since 
         G
          – 1
       exists, we can write 
         c = G
          – 1
         b
       to calculate 
         c
      .
 As a special case, suppose now that  is an orthobasis for 
         A
      ? What is 
         G
      ? It is just the identity matrix 
         I
      !
Computing 
         c
       just got much easier, since now 
         c = b
      . Plugging this 
         c
       back into out formula for 
         Px
       we obtain
(7)

 Just to verify, note that 
         P
       is indeed a projection matrix:
(8)

 
      Example Suppose 
         f ∈ L
         2([0,4]) is given by
 Example 1. 
 
Suppose 
            f ∈ L
            2([0,4]) is given by
(9)

 Figure 1. 
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 Let .
Our goal is to find the closest (in 
            L
            2
         ) function in 
            A
          to 
            f(t). Using 
            v
            1,...,v
            4
          from before, we can calculate
, 
            c
            2 = 0, , . Thus, we have that
(10)

 Figure 2. 
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OEBPS/m34021.id171706.png





OEBPS/m34021.id171123.png
N
Px=2 (L v
k=1





OEBPS/07_4.png





OEBPS/m34021.id170602.png





OEBPS/m34021.id170998.png





OEBPS/m34021.id171235.png
M=

N
PPy = (2 (xu v vy viw
k=11j=1
N N
=X X v v
k=1j=1
.

(x . vvy=Pr.





OEBPS/m34021.id172178.png





OEBPS/m34021.id169426.png
(a-p) x,






OEBPS/m34021.id170752.png





OEBPS/m34021.id169955.png
Vv (o) ()

<) {xvp)
va) (vava)  (eva) [L.g}: (xva)
exd Ly

Gvnd Gavn) o (mavn)





OEBPS/m34021.id169594.png
N

D clv . vy Brj= LN
k=1






OEBPS/cover.png
Computing the
Best
Approximation






OEBPS/m34021.id169314.png





OEBPS/m34021.id169169.png





OEBPS/m34021.id172151.png
4=

>





OEBPS/m34021.id171915.png
A ={piecewise constant functions on[0,£)[4,





OEBPS/m34021.id172128.png





OEBPS/07_3.png
fit)

1






OEBPS/m34021.id172086.png





