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Abstract

Development of ideas of vector expansion

Most people with technical backgrounds are familiar with the ideas of expansion vectors or basis vectors and of orthogonality; however, the related concepts of biorthogonality or of frames and tight frames are less familiar but also important. In the study of wavelet systems, we find that frames and tight frames are needed and should be understood, at least at a superficial level. One can find details in [12], [2], [1], [8]. Another perhaps unfamiliar concept is that of an unconditional basis used by Donoho, Daubechies, and others [3], [10], [2] to explain why wavelets are good for signal compression, detection, and denoising [7], [6]. In this chapter, we will very briefly define and discuss these ideas. At this point, you may want to skip these sections and perhaps refer to them later when they are specifically needed.

1 Bases, Orthogonal Bases, and Biorthogonal Bases

A set of vectors or functions \( f_k(t) \) spans a vector space \( F \) (or \( F \) is the Span of the set) if any element of that space can be expressed as a linear combination of members of that set, meaning: Given the finite or infinite set of functions \( f_k(t) \), we define \( \text{Span}_k\{f_k\} = F \) as the vector space with all elements of the space of the form

\[
g(t) = \sum_k a_k f_k(t)
\]

with \( k \in \mathbb{Z} \) and \( t, a \in \mathbb{R} \). An inner product is usually defined for this space and is denoted \( < f(t), g(t) > \).

A norm is defined and is denoted by \( \| f \| = \sqrt{<f, f>} \).

We say that the set \( f_k(t) \) is a basis set or a basis for a given space \( F \) if the set of \( \{a_k\} \) in (1) are unique for any particular \( g(t) \in F \). The set is called an orthogonal basis if \( < f_k(t) , f_\ell(t) >= 0 \) for all \( k \neq \ell \). If we are in three dimensional Euclidean space, orthogonal basis vectors are coordinate vectors that are at right (90°) angles to each other. We say the set is an orthonormal basis if \( < f_k(t) , f_\ell(t) >= \delta(k-\ell) \) i.e. if, in addition to being orthogonal, the basis vectors are normalized to unity norm: \( \| f_k(t) \| = 1 \) for all \( k \).
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From these definitions it is clear that if we have an orthonormal basis, we can express any element in the vector space, \( g(t) \in F \), written as (1) by

\[
g(t) = \sum_k <g(t), f_k(t)> f_k(t)
\]  

(2)

since by taking the inner product of \( f_k(t) \) with both sides of (1), we get

\[
a_k = <g(t), f_k(t)>
\]  

(3)

where this inner product of the signal \( g(t) \) with the basis vector \( f_k(t) \) "picks out" the corresponding coefficient \( a_k \). This expansion formulation or representation is extremely valuable. It expresses (2) as an identity operator in the sense that the inner product operates on \( g(t) \) to produce a set of coefficients that, when used to linearly combine the basis vectors, gives back the original signal \( g(t) \). It is the foundation of Parseval’s theorem which says the norm or energy can be partitioned in terms of the expansion coefficients \( a_k \). It is why the interpretation, storage, transmission, approximation, compression, and manipulation of the coefficients can be very useful. Indeed, (2) is the form of all Fourier type methods.

Although the advantages of an orthonormal basis are clear, there are cases where the basis system dictated by the problem is not and cannot (or should not) be made orthogonal. For these cases, one can still have the expression of (1) and one similar to (2) by using a dual basis set \( \tilde{f}_k(t) \) whose elements are not orthogonal to each other, but to the corresponding element of the expansion set

\[
< f_\ell(t), \tilde{f}_k(t) > = \delta(\ell - k)
\]  

(4)

Because this type of “orthogonality” requires two sets of vectors, the expansion set and the dual set, the system is called biorthogonal. Using (4) with the expansion in (1) gives

\[
g(t) = \sum_k <g(t), \tilde{f}_k(t)> f_k(t)
\]  

(5)

Although a biorthogonal system is more complicated in that it requires, not only the original expansion set, but the finding, calculating, and storage of a dual set of vectors, it is very general and allows a larger class of expansions. There may, however, be greater numerical problems with a biorthogonal system if some of the basis vectors are strongly correlated.

The calculation of the expansion coefficients using an inner product in (3) is called the analysis part of the complete process, and the calculation of the signal from the coefficients and expansion vectors in (1) is called the synthesis part.

In finite dimensions, analysis and synthesis operations are simply matrix–vector multiplications. If the expansion vectors in (1) are a basis, the synthesis matrix has these basis vectors as columns and the matrix is square and non singular. If the matrix is orthogonal, its rows and columns are orthogonal, its inverse is its transpose, and the identity operator is simply the matrix multiplied by its transpose. If it is not orthogonal, then the identity is the matrix multiplied by its inverse and the dual basis consists of the rows of the inverse. If the matrix is singular, then its columns are not independent and, therefore, do not form a basis.

### 1.1 Matrix Examples

Using a four dimensional space with matrices to illustrate the ideas of this chapter, the synthesis formula \( g(t) = \sum k a_k f_k(t) \) becomes

\[
\begin{bmatrix}
g(0) \\
g(1) \\
g(2) \\
g(3)
\end{bmatrix}
= a_0
\begin{bmatrix}
f_0(0) \\
f_0(1) \\
f_0(2) \\
f_0(3)
\end{bmatrix}
+ a_1
\begin{bmatrix}
f_1(0) \\
f_1(1) \\
f_1(2) \\
f_1(3)
\end{bmatrix}
+ a_2
\begin{bmatrix}
f_2(0) \\
f_2(1) \\
f_2(2) \\
f_2(3)
\end{bmatrix}
+ a_3
\begin{bmatrix}
f_3(0) \\
f_3(1) \\
f_3(2) \\
f_3(3)
\end{bmatrix}
\]  

(6)
which can be compactly written in matrix form as

\[
\begin{bmatrix}
g(0) \\
g(1) \\
g(2) \\
g(3)
\end{bmatrix} =
\begin{bmatrix}
f_0(0) & f_1(0) & f_2(0) & f_3(0) \\
f_0(1) & f_1(1) & f_2(1) & f_3(1) \\
f_0(2) & f_1(2) & f_2(2) & f_3(2) \\
f_0(3) & f_1(3) & f_2(3) & f_3(3)
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3
\end{bmatrix}
\] (7)

The synthesis or expansion (1) or (7) becomes

\[ g = F a, \] (8)

with the left-hand column vector \( g \) being the signal vector, the matrix \( F \) formed with the basis vectors \( f_k \) as columns, and the right-hand vector \( a \) containing the four expansion coefficients, \( a_k \).

The equation for calculating the \( k \)th expansion coefficient in (6) is

\[ a_k = \langle g(t), \tilde{f}_k(t) \rangle = \tilde{f}_k^T g \] (9)

which can be written in vector form as

\[
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3
\end{bmatrix} =
\begin{bmatrix}
\tilde{f}_0(0) & \tilde{f}_0(1) & \tilde{f}_0(2) & \tilde{f}_0(3) \\
\tilde{f}_1(0) & \tilde{f}_1(1) & \tilde{f}_1(2) & \tilde{f}_1(3) \\
\tilde{f}_2(0) & \tilde{f}_2(1) & \tilde{f}_2(2) & \tilde{f}_2(3) \\
\tilde{f}_3(0) & \tilde{f}_3(1) & \tilde{f}_3(2) & \tilde{f}_3(3)
\end{bmatrix}
\begin{bmatrix}
g(0) \\
g(1) \\
g(2) \\
g(3)
\end{bmatrix}
\] (10)

where each \( a_k \) is an inner product of the \( k \)th row of \( \tilde{f}^T \) with \( g \) and analysis or coefficient (3) or (10) becomes

\[ a = \tilde{f}^T g \] (11)

which together are (2) or

\[ g = F \tilde{F}^T g. \] (12)

Therefore,

\[ \tilde{F}^T = F^{-1} \] (13)

is how the dual basis in (4) is found.

If the columns of \( F \) are orthogonal and normalized, then

\[ F F^T = I. \] (14)

This means the basis and dual basis are the same, and (12) and (13) become

\[ g = F F^T g \] (15)

and

\[ \tilde{F}^T = F^T \] (16)

which are both simpler and more numerically stable than (13).

The discrete Fourier transform (DFT) is an interesting example of a finite dimensional Fourier transform with orthogonal basis vectors where matrix and vector techniques can be informative as to the DFT’s characteristics and properties. That can be found developed in several signal processing books.
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1.2 Fourier Series Example

The Fourier Series is an excellent example of an infinite dimensional composition (synthesis) and decomposition (analysis). The expansion formula for an even function \( g(t) \) over \( 0 < x < 2\pi \) is

\[
g(t) = \sum_k a_k \cos(kt)
\]

(17)

where the basis vectors (functions) are

\[
f_k(t) = \cos(kt)
\]

(18)

and the expansion coefficients are obtained as

\[
a_k = \langle g(t), f_k(t) \rangle = \frac{2}{\pi} \int_0^\pi g(t) \cos(kt) \, dx.
\]

(19)

The basis vector set is easily seen to be orthonormal by verifying

\[
\langle f_\ell(t), f_k(t) \rangle = \delta(k-\ell).
\]

(20)

These basis functions span an infinite dimensional vector space and the convergence of (17) must be examined. Indeed, it is the robustness of that convergence that is discussed in this section under the topic of unconditional bases.

1.3 Sinc Expansion Example

Another example of an infinite dimensional orthogonal basis is Shannon’s sampling expansion [9]. If \( f(t) \) is band limited, then

\[
f(t) = \sum_k f(Tk) \frac{\sin \left( \frac{\pi}{T} t - \pi k \right)}{\frac{\pi}{T} t - \pi k}
\]

(21)

for a sampling interval \( T < \frac{\pi}{W} \) if the spectrum of \( f(t) \) is zero for \( |\omega| > W \). In this case the basis functions are the sinc functions with coefficients which are simply samples of the original function. This means the inner product of a sinc basis function with a bandlimited function will give a sample of that function. It is easy to see that the sinc basis functions are orthogonal by taking the inner product of two sinc functions which will sample one of them at the points of value one or zero.

2 Frames and Tight Frames

While the conditions for a set of functions being an orthonormal basis are sufficient for the representation in (2) and the requirement of the set being a basis is sufficient for (5), they are not necessary. To be a basis requires uniqueness of the coefficients. In other words it requires that the set be independent, meaning no element can be written as a linear combination of the others.

If the set of functions or vectors is dependent and yet does allow the expansion described in (5), then the set is called a frame. Thus, a frame is a spanning set. The term frame comes from a definition that requires finite limits on an inequality bound [2], [12] of inner products.

If we want the coefficients in an expansion of a signal to represent the signal well, these coefficients should have certain properties. They are stated best in terms of energy and energy bounds. For an orthogonal basis, this takes the form of Parseval’s theorem. To be a frame in a signal space, an expansion set \( \phi_k(t) \) must satisfy

\[
A \| g \|^2 \leq \sum_k |\langle \phi_k, g \rangle|^2 \leq B \| g \|^2
\]

(22)
for some $0 < A$ and $B < \infty$ and for all signals $g(t)$ in the space. Dividing (22) by $\| g \|^2$ shows that $A$ and $B$ are bounds on the normalized energy of the inner products. They "frame" the normalized coefficient energy. If

$$A = B$$

(23)

then the expansion set is called a tight frame. This case gives

$$A \| g \|^2 = \sum_k | \langle \phi_k, g \rangle |^2$$

(24)

which is a generalized Parseval’s theorem for tight frames. If $A = B = 1$, the tight frame becomes an orthogonal basis. From this, it can be shown that for a tight frame [2]

$$g(t) = A^{-1} \sum_k < \phi_k(t), g(t) > \phi_k(t)$$

(25)

which is the same as the expansion using an orthonormal basis except for the $A^{-1}$ term which is a measure of the redundancy in the expansion set.

If an expansion set is a non-tight frame, there is no strict Parseval’s theorem and the energy in the transform domain cannot be exactly partitioned. However, the closer $A$ and $B$ are, the better an approximate partitioning can be done. If $A = B$, we have a tight frame and the partitioning can be done exactly with (24). Daubechies [2] shows that the tighter the frame bounds in (22) are, the better the analysis and synthesis system is conditioned. In other words, if $A$ is near or zero and/or $B$ is very large compared to $A$, there will be numerical problems in the analysis-synthesis calculations.

Frames are an over-complete version of a basis set, and tight frames are an over-complete version of an orthogonal basis set. If one is using a frame that is neither a basis nor a tight frame, a dual frame set can be specified so that analysis and synthesis can be done as for a non-orthogonal basis. If a tight frame is being used, the mathematics is very similar to using an orthogonal basis. The Fourier type system in (25) is essentially the same as (2), and (24) is essentially a Parseval’s theorem.

The use of frames and tight frames rather than bases and orthogonal bases means a certain amount of redundancy exists. In some cases, redundancy is desirable in giving a robustness to the representation so that errors or faults are less destructive. In other cases, redundancy is an inefficiency and, therefore, undesirable. The concept of a frame originates with Duffin and Schaeffer [4] and is discussed in [12], [1], [2]. In finite dimensions, vectors can always be removed from a frame to get a basis, but in infinite dimensions, that is not always possible.

An example of a frame in finite dimensions is a matrix with more columns than rows but with independent rows. An example of a tight frame is a similar matrix with orthogonal rows. An example of a tight frame in infinite dimensions would be an over-sampled Shannon expansion. It is informative to examine this example.

2.1 Matrix Examples

An example of a frame of four expansion vectors $f_k$ in a three-dimensional space would be

$$\begin{bmatrix} g(0) \\ g(1) \\ g(2) \end{bmatrix} = \begin{bmatrix} f_0(0) & f_1(0) & f_2(0) & f_3(0) \\ f_0(1) & f_1(1) & f_2(1) & f_3(1) \\ f_0(2) & f_1(2) & f_2(2) & f_3(2) \end{bmatrix} \begin{bmatrix} a_0 \\ a_1 \\ a_2 \\ a_3 \end{bmatrix}$$

(26)
which corresponds to the basis shown in the square matrix in (7). The corresponding analysis equation is

\[
\begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3 \\
\end{bmatrix} = \begin{bmatrix}
\tilde{f}_0 (0) & \tilde{f}_0 (1) & \tilde{f}_0 (2) \\
\tilde{f}_1 (0) & \tilde{f}_1 (1) & \tilde{f}_1 (2) \\
\tilde{f}_2 (0) & \tilde{f}_2 (1) & \tilde{f}_2 (2) \\
\tilde{f}_3 (0) & \tilde{f}_3 (1) & \tilde{f}_3 (2) \\
\end{bmatrix} \begin{bmatrix}
g (0) \\
g (1) \\
g (2) \\
\end{bmatrix}.
\tag{27}
\]

which corresponds to (10). One can calculate a set of dual frame vectors by temporarily appending an arbitrary independent row to (26), making the matrix square, then using the first three columns of the inverse as the dual frame vectors. This clearly illustrates the dual frame is not unique. Daubechies [2] shows how to calculate an "economical" unique dual frame.

The tight frame system occurs in wavelet infinite expansions as well as other finite and infinite dimensional systems. A numerical example of a frame which is a normalized tight frame with four vectors in three dimensions is

\[
\begin{bmatrix}
g (0) \\
g (1) \\
g (2) \\
\end{bmatrix} = \frac{1}{A \sqrt{3}} \begin{bmatrix}
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1 \\
\end{bmatrix} \begin{bmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3 \\
\end{bmatrix}.
\tag{28}
\]

which includes the redundancy factor from (25). Note the rows are orthogonal and the columns are normalized, which gives

\[
\mathbf{F} \mathbf{F}^T = \frac{1}{\sqrt{3}} \begin{bmatrix}
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1 \\
\end{bmatrix} \frac{1}{\sqrt{3}} \begin{bmatrix}
1 & 1 & 1 \\
1 & -1 & 1 \\
-1 & 1 & 1 \\
\end{bmatrix} = \frac{4}{3} \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix} = \frac{4}{3} \mathbf{I}
\tag{29}
\]

or

\[
\mathbf{g} = \frac{1}{A} \mathbf{F} \mathbf{F}^T \mathbf{g}
\tag{30}
\]

which is the matrix form of (25). The factor of \( A = 4/3 \) is the measure of redundancy in this tight frame using four expansion vectors in a three-dimensional space.

The identity for the expansion coefficients is

\[
\mathbf{a} = \frac{1}{A} \mathbf{F}^T \mathbf{F} \mathbf{a}
\tag{31}
\]

which for the numerical example gives

\[
\mathbf{F}^T \mathbf{F} = \frac{1}{\sqrt{3}} \begin{bmatrix}
1 & 1 & 1 \\
1 & -1 & 1 \\
-1 & 1 & 1 \\
\end{bmatrix} \frac{1}{\sqrt{3}} \begin{bmatrix}
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1 \\
\end{bmatrix} = \begin{bmatrix}
1 & 1/3 & 1/3 & -1/3 \\
1/3 & 1 & -1/3 & 1/3 \\
1/3 & -1/3 & 1 & 1/3 \\
-1/3 & 1/3 & 1/3 & 1 \\
\end{bmatrix}.
\tag{32}
\]

Although this is not a general identity operator, it is an identity operator over the three-dimensional subspace that \( \mathbf{a} \) is in and it illustrates the unity norm of the rows of \( \mathbf{F}^T \) and columns of \( \mathbf{F} \).
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If the redundancy measure $A$ in (25) and (29) is one, the matrices must be square and the system has an orthonormal basis.

Frames are over-complete versions of non-orthogonal bases and tight frames are over-complete versions of orthonormal bases. Tight frames are important in wavelet analysis because the restrictions on the scaling function coefficients discussed in Chapter: The Scaling Function and Scaling Coefficients, Wavelet and Wavelet Coefficients guarantee not that the wavelets will be a basis, but a tight frame. In practice, however, they are usually a basis.

2.2 Sinc Expansion as a Tight Frame Example

An example of an infinite-dimensional tight frame is the generalized Shannon’s sampling expansion for the over-sampled case [9]. If a function is over-sampled but the sinc functions remains consistent with the upper spectral limit $W$, the sampling theorem becomes

$$g(t) = \frac{TW}{\pi} \sum_n g(Tn) \frac{\sin((t-Tn)W)}{(t-Tn)W}$$

or using $R$ as the amount of over-sampling

$$RW = \frac{\pi}{T}$$

for $R \geq 1$ (34)

we have

$$g(t) = \frac{1}{R} \sum_n g(Tn) \frac{\sin \left( \frac{\pi}{RT}(t-Tn) \right)}{\frac{\pi}{RT}(t-Tn)}$$

(35)

where the sinc functions are no longer orthogonal now. In fact, they are no longer a basis as they are not independent. They are, however, a tight frame and, therefore, act as though they were an orthogonal basis but now there is a “redundancy” factor $R$ as a multiplier in the formula.

Notice that as $R$ is increased from unity, (35) starts as (21) where each sample occurs where the sinc function is one or zero but becomes an expansion with the shifts still being $t = Tn$, however, the sinc functions become wider so that the samples are no longer at the zeros. If the signal is over-sampled, either the expression (21) or (35) could be used. They both are over-sampled but (21) allows the spectrum of the signal to increase up to the limit without distortion while (35) does not. The generalized sampling theorem (35) has a built-in filtering action which may be an advantage or it may not.

The application of frames and tight frames to what is called a redundant discrete wavelet transform (RDWT) is discussed later in Section: Overcomplete Representations, Frames, Redundant Transforms, and Adaptive Bases\(^1\) and their use in Section: Nonlinear Filtering or Denoising with the DWT\(^2\). They are also needed for certain adaptive descriptions discussed at the end of Section: Overcomplete Representations, Frames, Redundant Transforms, and Adaptive Bases\(^3\) where an independent subset of the expansion vectors in the frame are chosen according to some criterion to give an optimal basis.

3 Conditional and Unconditional Bases

A powerful point of view used by Donoho [3] gives an explanation of which basis systems are best for a particular class of signals and why the wavelet system is good for a wide variety of signal classes.

\(^1\) Generalizations of the Basic Multiresolution Wavelet System": Section Overcomplete Representations, Frames, Redundant Transforms, and Adaptive Bases <http://cnx.org/content/m45090/latest/#cid6>.

\(^2\) Wavelet-Based Signal Processing and Applications": Section Nonlinear Filtering or Denoising with the DWT <http://cnx.org/content/m45101/latest/#cid3>.

\(^3\) Generalizations of the Basic Multiresolution Wavelet System": Section Overcomplete Representations, Frames, Redundant Transforms, and Adaptive Bases <http://cnx.org/content/m45090/1.3/>.
Donoho defines an unconditional basis as follows. If we have a function class \( F \) with a norm defined and denoted \(|\cdot|_F\) and a basis set \( f_k \) such that every function \( g \in F \) has a unique representation \( g = \sum_k a_k f_k \) with equality defined as a limit using the norm, we consider the infinite expansion

\[
g(t) = \sum_k m_k a_k f_k(t).
\]  
(36)

If for all \( g \in F \), the infinite sum converges for all \( |m_k| \leq 1 \), the basis is called an unconditional basis. This is very similar to unconditional or absolute convergence of a numerical series \([3], [12], [10]\). If the convergence depends on \( m_k = 1 \) for some \( g(t) \), the basis is called a conditional basis.

An unconditional basis means all subsequences converge and all sequences of subsequences converge. It means convergence does not depend on the order of the terms in the summation or on the sign of the coefficients. This implies a very robust basis where the coefficients drop off rapidly for all members of the function class. That is indeed the case for wavelets which are unconditional bases for a very wide set of function classes \([2], [11], [5]\).

Unconditional bases have a special property that makes them near-optimal for signal processing in several situations. This property has to do with the geometry of the space of expansion coefficients of a class of functions in an unconditional basis. This is described in \([3]\).

The fundamental idea of bases or frames is representing a continuous function by a sequence of expansion coefficients. We have seen that the Parseval’s theorem relates the \( L^2 \) norm of the function to the \( \ell^2 \) norm of coefficients for orthogonal bases and tight frames \((24)\). Different function spaces are characterized by different norms on the continuous function. If we have an unconditional basis for the function space, the norm of the function in the space not only can be related to some norm of the coefficients in the basis expansion, but the absolute values of the coefficients have the sufficient information to establish the relation. So there is no condition on the sign or phase information of the expansion coefficients if we only care about the norm of the function, thus unconditional.

For this tutorial discussion, it is sufficient to know that there are theoretical reasons why wavelets are an excellent expansion system for a wide set of signal processing problems. Being an unconditional basis also sets the stage for efficient and effective nonlinear processing of the wavelet transform of a signal for compression, denoising, and detection which are discussed in Chapter: The Scaling Function and Scaling Coefficients, Wavelet and Wavelet Coefficients.
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