An important signal parameter estimation problem is time-delay estimation. Here the unknown is the time origin of the signal: \( s(l, \theta) = s(l - \theta) \). The duration of the signal (the domain over which the signal is defined) is assumed brief compared with the observation interval \( L \). Although in continuous time the signal delay is a continuous-valued variable, in discrete time it is not. Consequently, the maximum likelihood estimate cannot be found by differentiation, and we must determine the maximum likelihood estimate of signal delay by the most fundamental expression of the maximization procedure. Assuming Gaussian noise, the maximum likelihood estimate of delay is the solution of

\[
\min_\theta \{ \theta, (r - s(\theta))^T K_n^{-1} (r - s(\theta)) \}
\]

The term \( s^T K_n^{-1} s \) is usually assumed not to vary with the presumed time origin of the signal because of the signal’s short duration. If the noise is white, this term is constant except near the "edges" of the observation interval. If not white, the kernel of this quadratic form is equivalent to a whitening filter. As discussed later\(^1\), this filter may be time varying. For noise spectra that are rational and have only poles, the whitening filter’s unit-sample response varies only near the edges (see the example\(^2\)). Thus, near the edges, this quadratic form varies with presumed delay and the maximization is analytically difficult. Taking the "easy way out" by ignoring edge effects, the estimate is the solution of

\[
\max_\theta \{ \theta, r^T K_n^{-1} s(\theta) \}
\]

Thus, the delay estimate is the signal time origin that maximizes the matched filter’s output.

In addition to the complexity of finding the maximum likelihood estimate, the discrete-valued nature of the parameter also calls into question the use of the Cramér-Rao bound. One of the fundamental assumptions of the bound’s derivation is the differentiability of the likelihood function with respect to the parameter. Mathematically, a sequence cannot be differentiated with respect to the integers. A sequence can be differentiated with respect to its argument if we consider the variable to be continuous valued. This approximation can be used only if the sampling interval, unity for the integers, is dense with respect to variations of the sequence. This condition means that the signal must be oversampled to apply the Cramér-Rao bound in a meaningful way. Under these conditions, the mean-squared estimation error for unbiased estimators can be no smaller than the Cramér-Rao bound, which is given by

\[
E [\epsilon^2] \geq \frac{1}{\sum_{k,l} K_n^{-1} K_{k,l} s'(k - \theta) s'(l - \theta)}
\]
which, in the white-noise case, becomes

\[ E[\epsilon^2] \geq \frac{\sigma_n^2}{\sum_l (s'(l))^2} \]  \hspace{1cm} (1)

Here, \( s'(\cdot) \) denotes the "derivative" of the discrete-time signal. To justify using this Cramér-Rao bound, we must face the issue of whether an unbiased estimator for time delay exists. No general answer exists; each estimator, including the maximum likelihood one, must be examined individually.

**Example 1**

Assume that the noise is white. Because of this assumption, we determine the time delay by maximizing the matched-filtered observations.

\[ \arg\max_{\theta} \sum_l r(l) s(l - \theta) = \theta_{\text{ML}} \]

The number of terms in the sum equals the signal duration. Figure 1 illustrates the matched-filtered output in two separate situations; in one the signal has a relatively low-frequency spectrum as compared with the second.

![Figure 1: The matched filter outputs are shown for two separate signal situations. In each case, the observation interval (100 samples), the signal's duration (50 samples) and energy (unity) are the same. The difference lies in the signal waveform; both are sinusoids with the first having a frequency of \((2\pi)0.04\) and the second \((2\pi)0.25\). Each output is the signal's autocorrelation function. Few, broad peaks characterize the low-frequency example whereas many narrow peaks are found in the high frequency one.](image)

Because of the symmetry of the autocorrelation function, the estimate should be unbiased so long as the autocorrelation function is completely contained within the observation interval. Direct proof of this claim is left to the masochistic reader. For sinusoidal signals of energy \( E \) and frequency \( \omega_0 \), the Cramér-Rao bound is given by \( E[\epsilon^2] = \frac{\sigma_n^2}{\omega_0^2 E} \). This bound on the error is accurate only if the measured maximum frequently occurs in the dominant peak of the signal's autocorrelation function. Otherwise, the maximum likelihood estimate "skips" a cycle and produces values concentrated near one of the smaller peaks. The interval between zero crossings of the dominant peak is \( \frac{\pi}{\omega_0} \); the signal-to-noise ratio \( \frac{E}{\sigma_n^2} \) must exceed \( \frac{\pi}{\omega_0} \) (about 0.5). Remember that this result implicitly assumed a low-frequency sinusoid. The second example demonstrates that cycle skipping occurs more frequently than this guideline suggests when a high-frequency sinusoid is used.

The size of the errors encountered in the time-delay estimation problem can be more accurately assessed by a bounding technique tailored to the problem: the Ziv-Zakai bound (Wiess and Weinstein [2], Ziv and...
Zakai [3]). The derivation of this bound relies on results from detection theory (Chazan, Zakai, and Ziv [1]).

Consider the detection problem in which we must distinguish the signals \( s(l - \tau) \) and \( s(l - \tau + \Delta) \) while observing them in the presence of white noise that is not necessarily Gaussian. Let hypothesis \( \mathcal{M}_0 \) represent the case in which the delay, denoted by our parameter symbol \( \theta \), is \( \tau \) and \( \mathcal{M}_1 \) the case in which \( \theta = \tau + \Delta \).

The suboptimum test statistic consists of estimating the delay, then determining the closest \textit{a priori} delay to the estimate.

\[
\theta_{\mathcal{M}_1} \geq \frac{\tau + \Delta}{2}
\]

By using this ad hoc hypothesis test as an essential part of the derivation, the bound can apply to many situations. Furthermore, by not restricting the type of parameter estimate, the bound applies to any estimator.

The probability of error for the optimum hypothesis test (derived from the likelihood ratio) is denoted by \( P_e(\tau, \Delta) \). Assuming equally likely hypotheses, the probability of error resulting from the ad hoc test must be greater than that of the optimum.

\[
P_e(\tau, \Delta) \leq \frac{1}{2} \Pr[\varepsilon > \frac{\Delta}{2} | \mathcal{M}_0] + \frac{1}{2} \Pr[\varepsilon < -\frac{\Delta}{2} | \mathcal{M}_1]
\]

Here, \( \varepsilon \) denotes the estimation error appropriate to the hypothesis.

\[
\varepsilon = \begin{cases} 
\theta - \tau & \text{if under } \mathcal{M}_0 \\
\theta - \tau - \Delta & \text{if under } \mathcal{M}_1
\end{cases}
\]

The delay is assumed to range uniformly between 0 and \( L \). Combining this restriction to the hypothesized delays yields bounds on both \( \tau \) and \( \Delta \): \( 0 \leq \tau < L - \Delta \) and \( 0 \leq \Delta < L \). Simple manipulations show that the integral of this inequality with respect to \( \tau \) over the possible range of delays is given by \(^4\)

\[
\int_0^{L-\Delta} P_e(\tau, \Delta) d\tau \leq \frac{1}{2} \int_0^L \Pr[|\varepsilon| > \frac{\Delta}{2} | \mathcal{M}_0] d\tau
\]

Note that if we define \( \frac{\Delta}{2} \tilde{P} \left( \frac{\Delta}{2} \right) \) to be the right side of this equation so that

\[
\tilde{P} \left( \frac{\Delta}{2} \right) = \frac{1}{L} \int_0^L \Pr[|\varepsilon| > \frac{\Delta}{2} | \mathcal{M}_0] d\tau
\]

\( \tilde{P} (\cdot) \) is the complementary distribution function \(^5\) of the magnitude of the average estimation error. Multiplying \( \tilde{P} \left( \frac{\Delta}{2} \right) \) by \( \Delta \) and integrating, the result is

\[
\int_0^L \Delta \tilde{P} \left( \frac{\Delta}{2} \right) d\Delta = -2 \int_0^L x^2 \frac{d}{dx} \tilde{P} dx
\]

The reason for these rather obscure manipulations is now revealed: Because \( \tilde{P} (\cdot) \) is related to the probability distribution function of the absolute error, the right side of this equation is twice the mean-squared error \( E[\varepsilon^2] \). The general Ziv-Zakai bound for the mean-squared estimation error of signal delay is thus expressed as

\[
E[\varepsilon^2] \geq \frac{1}{L} \int_0^L \Delta \int_0^{L-\Delta} P_e(\tau, \Delta) d\tau d\Delta
\]

\(^3\)This result is an example of detection and estimation theory complementing each other to advantage.

\(^4\)Here again, the issue of the discrete nature of the delay becomes a consideration; this step in the derivation implicitly assumes that the delay is continuous valued. This approximation can be greeted more readily as it involves integration rather than differentiation (as in the Cramér-Rao bound).

\(^5\)The complementary distribution function of a probability distribution function \( P(x) \) is defined to be \( \tilde{P}(x) = 1 - P(x) \), the probability that a random variable exceeds \( x \).
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In many cases, the optimum probability of error \( P_e(\tau, \Delta) \) does not depend on \( \tau \), the time origin of the observations. This lack of dependence is equivalent to ignoring edge effects and simplifies calculation of the bound. Thus, the Ziv-Zakai bound for time-delay estimation relates the mean-squared estimation error for delay to the probability of error incurred by the optimal detector that is deciding whether a nonzero delay is present or not.

\[
E[\epsilon^2] \geq \frac{1}{L} \int_0^L \Delta (L - \Delta) P_e(\Delta) d\Delta \geq \frac{L^2}{6} P_e(L) - \int_0^L \left( \frac{\Delta^2}{2} - \frac{\Delta^3}{3L} \right) \frac{dP_e}{d\Delta} d\Delta \tag{2}
\]

To apply this bound to time-delay estimates (unbiased or not), the optimum probability of error for the type of noise and the relative delay between the two signals must be determined. Substituting this expression into either integral yields the Ziv-Zakai bound.

The general behavior of this bound at parameter extremes can be evaluated in some cases. Note that the Cramér-Rao bound in this problem approaches infinity as either the noise variance grows or the observation interval shrinks to 0 (either forces the signal-to-noise ratio to approach 0). This result is unrealistic as the actual delay is bounded, lying between 0 and \( L \). In this very noisy situation, one should ignore the observations and "guess" any reasonable value for the delay; the estimation error is smaller. The probability of error approaches 1/2 in this situation no matter what the delay \( \Delta \) may be. Considering the simplified form of the Ziv-Zakai bound, the integral in the second form is 0 in this extreme case.

\[
E[\epsilon^2] \geq \frac{L^2}{12}
\]

The Ziv-Zakai bound is exactly the variance of a random variable uniformly distributed over \([0, L - 1]\). The Ziv-Zakai bound thus predicts the size of mean-squared errors more accurately than does the Cramér-Rao bound.

**Example 2**

Let the noise be Gaussian of variance \( \sigma_n^2 \) and the signal have energy \( E \). The probability of error resulting from the likelihood ratio test is given by

\[
P_e(\Delta) = Q\left( \sqrt{\frac{E}{2\sigma_n^2}} (1 - \rho(\Delta)) \right)
\]

The quantity \( \rho(\Delta) \) is the normalized autocorrelation function of the signal evaluated at the delay \( \Delta \).

\[
\rho(\Delta) = \frac{1}{E} \sum_l s(l)s(l-\Delta)
\]

Evaluation of the Ziv-Zakai bound for a general signal is very difficult in this Gaussian noise case. Fortunately, the normalized autocorrelation function can be bounded by a relatively simple expression to yield a more manageable expression. The key quantity \( 1 - \rho(\Delta) \) in the probability of error expression can be rewritten using Parseval’s Theorem.

\[
1 - \rho(\Delta) = \frac{1}{2\pi E} \int_0^{2\pi} 2(|S(\omega)|^2 \times (1 - \cos(\omega \Delta)) \, d\omega
\]

Using the inequality \( 1 - \cos(x) \leq x^2 \), \( 1 - \rho(\Delta) \) is bounded from above by \( \min \left\{ \frac{\Delta^2 \beta^2}{2}, 2 \right\} \), where \( \beta \) is the root-mean-squared (RMS) signal bandwidth.

\[
\beta^2 = \frac{\int_{\pi}^{\pi} \omega^2 |S(\omega)|^2 \, d\omega}{\int_{-\pi}^{\pi} |S(\omega)|^2 \, d\omega}
\]
Because $Q(\cdot)$ is a decreasing function, we have $P_e(\Delta) \geq Q(\mu_{\min}(\Delta, \Delta^*))$, where $\mu$ is a combination of all of the constants involved in the argument of $Q(\cdot)$: $\mu = \sqrt{\frac{E \beta^2}{4\pi\sigma^2}}$. This quantity varies with the product of the signal-to-noise ratio $\frac{E}{\sigma^2}$ and the squared RMS bandwidth $\beta^2$. The parameter $\Delta^* = \frac{2}{\beta}$ is known as the critical delay and is twice the reciprocal RMS bandwidth. We can use this lower bound for the probability of error in the Ziv-Zakai bound to produce a lower bound on the mean-squared estimation error. The integral in the first form of the bound yields the complicated, but computable result

$$E[\epsilon^2] \geq \frac{L^2}{6} Q(\mu_{\min}(L, \Delta^*)) + \frac{1}{4\mu^4} P_{\chi_{32}}(\mu_{\min}^{2\min}\{L^2, \Delta^*^2\}) - \frac{2}{3\sqrt{2\pi}L\mu^3} \left(1 - \left(1 + \frac{\mu^2}{2} \min\{L^2, \Delta^*^2\}\right)e^{-\frac{\mu_{\min}^2\{L^2, \Delta^*^2\}}{2}}\right)$$

The quantity $P_{\chi_{32}}(\cdot)$ is the probability distribution function of a $\chi^2$ random variable having three degrees of freedom.\(^6\) Thus, the threshold effects in this expression for the mean-squared estimation error depend on the relation between the critical delay and the signal duration. In most cases, the minimum equals the critical delay $\Delta^*$, with the opposite choice possible for very low bandwidth signals.

\(^6\)This distribution function has the "closed-form" expression $P_{\chi_{32}}(x) = \left(1 - Q(\sqrt{x}) - \sqrt{\frac{x}{2}}e^{-\frac{x}{2}}\right)$. 
Figure 2: The Ziv-Zakai bound and the Cramér-Rao bound for the estimation of the time delay of a signal observed in the presence of Gaussian noise is shown as a function of the signal-to-noise ratio. For this plot, $L = 20$ and $\beta = (2\pi) 0.2$. The Ziv-Zakai bound is much larger than the Cramér-Rao bound for signal-to-noise ratios less than 13 dB; the Ziv-Zakai bound can be as much as 30 times larger.

The Ziv-Zakai bound and the Cramér-Rao bound for the time-delay estimation problem are shown in Figure 2. Note how the Ziv-Zakai bound matches the Cramér-Rao bound only for large signal-to-noise ratios, where they both equal $1/4\mu^2 = \sigma_n^2/\Sigma$. For smaller values, the former bound is much larger and provides a better indication of the size of the estimation errors. These errors are because of the "cycle skipping" phenomenon described earlier. The Ziv-Zakai bound describes them well, whereas the Cramér-Rao bound ignores them.
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