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Abstract

Describes a powerful optimization algorithm which iteratively solves a weighted least squares approximation problem in order to solve an $L_p$ approximation problem.

1 Approximation

Methods of approximating one function by another or of approximating measured data by the output of a mathematical or computer model are extraordinarily useful and ubiquitous. In this note, we present a very powerful algorithm most often called “Iterative Reweighted Least Squares” or (IRLS). Because minimizing the weighted squared error in an approximation can often be done analytically (or with a finite number of numerical calculations), it is the base of many iterative approaches. To illustrate this algorithm, we will pose the problem as finding the optimal approximate solution of a set of simultaneous linear equations

$$
\begin{bmatrix}
a_{11} & a_{12} & a_{13} & \cdots & a_{1N} \\
a_{21} & a_{22} & a_{23} & \cdots & \vdots \\
a_{31} & a_{32} & a_{33} & \cdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{M1} & \cdots & a_{MN} \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_N \\
\end{bmatrix}
=
\begin{bmatrix}
b_1 \\
b_2 \\
b_3 \\
\vdots \\
b_M \\
\end{bmatrix}
$$

or, in matrix notation

$$Ax = b$$

where we are given an $M$ by $N$ real matrix $A$ and an $M$ by 1 vector $b$, and want to find the $N$ by 1 vector $x$. Only if $A$ is non-singular (square and full rank) is there a unique, exact solution. Otherwise, an approximate solution is sought according to some criterion of approximation.

If $b$ does not lie in the range space of $A$ (the space spanned by the columns of $A$, [8]), there is no exact solution to (2), therefore, an approximation problem is posed to be solved by minimizing the norm (or some other measure) of an equation error vector defined by

$$e = Ax - b.$$
2 Least Squared Error Approximation

A generalized solution (an optimal approximate solution) to (2) is usually considered to be an \( x \) that minimizes some norm or other measure of \( e \). If that problem does not have a unique solution, further conditions, such as also minimizing the norm of \( x \), are imposed and this combined problem always has a unique solution.

The \( l_2 \) or root-mean-squared error or Euclidean norm is \( \sqrt{e^T e} \) and its minimization has an analytical solution. This squared error is defined as

\[
\|e\|_2^2 = \sum_i e_i^2 = e^T e \quad (4)
\]

which when minimized results in an exact or approximation solution of (2) if \( A \) has full row or column rank. The three cases are:

- If \( A \) has \( M = N \), (square and nonsingular), then the exact solution is
  \[
  x = A^{-1} b \quad (5)
  \]

- If \( A \) has \( M > N \), (over specified) then the approximate solution with the least squared equation error is
  \[
  x = [A^T A]^{-1} A^T b \quad (6)
  \]

- If \( A \) has \( M < N \), (under specified) then the approximate solution with the least norm is
  \[
  x = A^T [AA^T]^{-1} b \quad (7)
  \]

These formulas assume \( A \) has full row or column rank but, if not, generalized solutions exist using the Moore-Penrose pseudoinverse [1], [6], [8].

3 Weighted Least Squared Error Approximation

In addition to these cases with “analytical” solutions, we can pose a more general problem by asking for an optimal approximation with a weighted norm [6], [7] to emphasize or de-emphasize certain components or range of equations. Here we minimize

\[
\| We \|_2^2 = \sum_i w_i e_i^2 = e^T W^T W e \quad (8)
\]

where \( W \) is a diagonal matrix with the weights, \( w_i \), along its diagonal. The approximate solutions [8] are

- If \( A \) has \( M > N \), (over specified) then the minimum weighted equation error solution is
  \[
  x = [A^T W^T W A]^{-1} A^T W^T W b \quad (9)
  \]

- If \( A \) has \( M < N \), (under specified) then the minimum weighted norm solution is
  \[
  x = [W^T W]^{-1} A^T [W^T W]^{-1} A^T b \quad (10)
  \]

These solutions to the weighted approximation problem are useful in their own right but also serve as the foundation for the Iterative Reweighted Least Squares (IRLS) algorithm developed next.
4 Approximation with Other Norms and Error Measures

Most of the discussion about the approximate solutions to $\mathbf{Ax} = \mathbf{b}$ are about the result of minimizing the $l_2$ equation error $||\mathbf{Ax} - \mathbf{b}||_2$ and/or the $l_2$ norm of the solution $||\mathbf{x}||_2$ because in some cases that can be done by analytic formulas and also because the $l_2$ norm has a energy interpretation. However, both the $l_1$ and the $l_\infty$ norms [18] have well known applications that are important [21], [15] and use of the more general $l_p$ error is remarkably flexible [10], [12]. Donoho has shown [23] that $l_1$ optimization gives essentially the same sparsity as use of the true sparsity measure in $l_0$.

The definition of the $l_p$ norm of the vector $\mathbf{x}$ for $p$ greater than one is:

$$||\mathbf{e}||_p = \left(\sum |e_i|^p\right)^{1/p}$$

which has the same solution for the minimum as

$$||\mathbf{e}||_p^p = \sum |e_i|^p$$

but is often easier to use.

For the case where the rank is less than $M$ or $N$, one can use one norm for the minimization of the equation error norm and another for minimization of the solution norm. And in other cases, one can simultaneously minimize a weighted error to emphasize some equations relative to others [6]. A modification allows minimizing according to one norm for one set of equations and another norm for a different set. A more general error measure than a norm can be used which uses a polynomial error [12] that does not satisfy the scaling requirement of a norm, but is convex. One could even use the so-called $l_p$ norm for $1 > p > 0$ which is not even convex but is an interesting tool for obtaining sparse solutions or discounting outliers. Still more unusual is the use of negative $p$. 
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Note from the figure how the $l_{10}$ norm puts a large penalty on large errors. This gives a Chebyshev-like solution. The $l_{0.2}$ norm puts a large penalty on small errors making them tend to zero. This (and the $l_1$ norm) tends to discount "outliers" and give a sparse solution.

5 The $l_p$ Norm Approximation

The IRLS (iterative reweighted least squares) algorithm allows an iterative algorithm to be built from the analytical solutions of the weighted least squares with an iterative reweighting to converge to the optimal $l_p$ approximation [7], [37].

5.1 The Overdetermined System with more Equations than Unknowns

If one poses the $l_p$ approximation problem in solving an overdetermined set of equations (case 2 from Chapter 3), it comes from defining the equation error vector

$$ e = Ax - b \quad (13) $$

and minimizing the $p$-norm defined in (11) or, equivalently, (12), neither of which can we minimize directly. However, we do have formulas [6] to find the minimum of the weighted squared error

$$ ||We||_2^2 = \sum_n w_n^2 |e_n|^2 \quad (14) $$
one of which is

$$\mathbf{x} = [\mathbf{A}^T \mathbf{W}^T \mathbf{W} \mathbf{A}]^{-1} \mathbf{A}^T \mathbf{W}^T \mathbf{W} \mathbf{b}$$

(15)

where \( \mathbf{W} \) is a diagonal matrix of the error weights, \( w_n \).

### 5.2 Iteratively Reweighted Least Squares (IRLS)

If one poses the \( l_p \) approximation problem in solving an overdetermined set of equations (case 2 [8]), it comes from defining the equation error norm as

$$\|e\|_p = \left( \sum_n |e(n)|^p \right)^{1/p}$$

(16)

and finding \( \mathbf{x} \) to minimizing this \( p \)-norm of the equation error.

It has been shown this is equivalent to solving a least weighted squared error problem for the appropriate weights.

$$\|e\|_p = \left( \sum_n w(n)^2 |e(n)|^2 \right)^{1/2}$$

(17)

If one takes (16) and factors the term being summed in the following manner, comparison to (17) suggests the iterative reweighted least algorithm which is the subject of these notes.

$$\|e\|_p = \left( \sum_n |e(n)|^{(p-2)/2} |e(n)|^2 \right)^{1/p}$$

(18)

To find the minimum \( l_p \) approximate solution, we propose the iterative reweighted least squared (IRLS) error algorithm which starts with unity weighting, \( \mathbf{W} = \mathbf{I} \), solves for an initial \( \mathbf{x} \) with (15), calculates a new error from (13), which is then used to set a new weighting matrix \( \mathbf{W} \) with diagonal elements of

$$w(n) = e(n)^{(p-2)/2}$$

(19)

to be used in the next iteration of (15). Using this, we find a new solution \( \mathbf{x} \) and repeat until convergence (if it happens!). To guarantee convergence, this process should be a contraction map which converges to a fixed point that is the solution. A simple Matlab program that implements this algorithm is:
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% m-file IRLS0.m to find the optimal solution to Ax=b
% minimizing the L_p norm ||Ax-b||_p, using basic IRLS.
% csb 11/10/2012
function x = IRLS0(A,b,p,KK)
    if nargin < 4, KK=10; end;
    x = pinv(A)*b; % Initial L_2 solution
    E = [];
    for k = 1:KK % Iterate
        e = A*x - b; % Error vector
        w = abs(e).^(p-2)/2; % Error weights for IRLS
        W = diag(w/sum(w)); % Normalize weight matrix
        WA = W*A; % apply weights
        x = (WA'*WA) \ (WA'*W)*b; % weighted L_2 sol.
        ee = norm(e,p); E = [E ee]; % Error at each iteration
    end
    plot(E)

Listing 1: Program 1. Basic Iterative Reweighted Least Squares Algorithm

This core idea has been repeatedly proposed and developed in different application areas over the past 50 or so years with a variety of successes [7], [37], [10]. Used in this basic form, it reliably converges for 1.5 < p < 3. In 1970 [31], a modification was made by only partially updating the solution each iteration using
\[
x(k) = q \hat{x}(k) + (1-q)x(k-1)
\]
where \( \hat{x} \) is the new weighted least squares solution of (15) which is used to only partially update the previous value \( x(k-1) \) and \( k \) is the iteration index. The first use of this partial update optimized the value for \( q \) on each iteration to give a more robust convergence but it slowed the total algorithm considerably.

A second improvement was made by using a specific update factor of
\[
q = \frac{1}{p-1}
\]
for p > 2, the algorithm becomes a form of Newton's method which has quadratic asymptotic convergence [30], [12] but, unfortunately, the initial convergence became less robust.

A third modification applied homotopy [11], [49], [48], [43], [30], [24] by starting with a value for \( p \) equal to 2 and increasing it each iteration (or the first few iterations) until it reached the desired value, or, in the case of \( p < 2 \), decreasing it. This improved the initial performance of the algorithm and made a significant increase in both the range of \( p \) that allowed convergence and in the speed of calculations. Some of the history and details can be found applied to digital filter design in [10], [12].

A Matlab program that implements these ideas applied to our pseudoinverse problem with more equations than unknowns is:
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% m-file IRLS1.m to find the optimal solution to Ax=b
% minimizing the L_p norm ||Ax-b||_p, using IRLS.
% Newton iterative update of solution, x, for M > N.
% For 2<p<infty, use homotopy parameter K = 1.01 to 2
% For 0<p<2, use K = approx 0.7 - 0.9
% csb 10/20/2012
function x = IRLS1(A,b,p,K,KK)
if nargin < 5, KK=10; end;
if nargin < 4, K = 1.5; end;
if nargin < 3, p = 10; end;
pk = 2; % Initial homotopy value
x = pinv(A)*b; % Initial L_2 solution
E = []; % Iterate
for k = 1:KK
  if p >= 2, pk = min([p, K*pk]); else pk = max([p, K*pk]); end
  e = A*x - b; % Error vector
  w = abs(e).^((pk-2)/2); % Error weights for IRLS
  W = diag(w/sum(w)); % Normalize weight matrix
  WA = W*A; % apply weights
  x1 = (WA'*WA)
for k = 1:KK
  if p >= 2, pk = min([p, K*pk]); else pk = max([p, K*pk]); end
  e = A*x - b; % Error vector
  w = abs(e).^((pk-2)/2); % Error weights for IRLS
  W = diag(w/sum(w)); % Normalize weight matrix
  WA = W*A; % apply weights
  x1 = (WA'*WA)
  x = q*x1 + (1-q)*x; nn=p;
  else x = x1; nn=2; end % no partial update for p<2
  ee = norm(e,nn); E = [E ee]; % Error at each iteration
end
plot(E)
Listing 2: Program 2. IRLS Algorithm with Newton's updating and Homotopy for M>N

This can be modified to use different p's in different bands of equations or to use weighting only when the error exceeds a certain threshold to achieve a constrained LS approximation [10], [12], [54].
Here, it is presented as applied to the overdetermined system (Case 2a and 2b [8]) but can also be applied to other cases. A particularly important application of this section is to the design of digital filters [12].

5.3 The Underdetermined System with more Unknowns than Equations
If one poses the l_p approximation problem in solving an underdetermined set of equations (case 3a [8]), it comes from defining the solution norm as

\[ ||x||_p = \left( \sum_n |x(n)|^p \right)^{1/p} \]  

(22)

and finding x to minimizing this p-norm while satisfying Ax = b.
It also has been shown this is equivalent to solving a least weighted norm problem for specific weights.

$$||x||_p = \left( \sum_n w(n)^2 |x(n)|^2 \right)^{1/2}$$  (23)

The development follows the same arguments as in the previous section but using the formula [44], [6]


with the weights, $w(n)$, being the diagonal of the matrix, $W$, in the iterative algorithm to give the minimum weighted solution norm in the same way as (15) gives the minimum weighted equation error.

A Matlab program that implements these ideas applied to our pseudoinverse problem with more unknowns than equations is:

```matlab
function x = IRLS2(A,b,p,K,KK)
if nargin < 5, KK= 10; end;
if nargin < 4, K = .8; end;
if nargin < 3, p = 1.1; end;
pk = 2; % Initial homotopy value
x = pinv(A)*b; % Initial L_2 solution
E = [];
for k = 1:KK
    if p >= 2, pk = min([p, K*pk]); % Homotopy update of p
        else pk = max([p, K*pk]); end
    W = diag(abs(x).^((2-pk)/2)+0.00001); % norm weights for IRLS
    AW = A*W; % applying new weights
    x1 = W*AW'*((AW*AW')\b); % Weighted L_2 solution
    q = 1/(pk-1); % Newton’s parameter
    if p >= 2, x = q*x1 + (1-q)*x; mn=p; % Newton’s partial update for p>2
        else x = x1; mn=1; end % no Newton’s partial update for p<2
    ee = norm(x,mn); % norm at each iteration
    end;
plot(E)
```

Listing 3: Program 3. IRLS Algorithm with Newton's updating and Homotopy for M less than N

This approach is useful in sparse signal processing and for frame representation. Our work was originally done in the context of filter design but others have done similar things in sparsity analysis [28], [21], [59].

The methods developed here [10], [11] are based on the (IRLS) algorithm [43], [42], [16] and they can solve certain FIR filter design problems that neither the Remez exchange algorithm nor analytical $L_2$ methods can.
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6 History

The idea of using an IRLS algorithm to achieve a Chebyshev or $L_\infty$ approximation was first developed by Lawson in 1961 [32] and extended to $L_p$ by Rice and Uswin in 1968 [41], [40]. The basic IRLS method presented here for $L_p$ was given by Karlovitz [31] and extended by Chalmers, et. al. [17], Bani and Chalmers [3], and Watson [58]. Independently, Fletcher, Grant and Hebden [27] developed a similar form of IRLS but based on Newton’s method and Kahng [30] did likewise as an extension of Lawson’s algorithm. Others analyzed and extended this work [24], [36], [16], [58]. Special analysis has been made for $1 \leq p < 2$ by [53], [57], [42], [33], [36], [43], [60] and for $p = \infty$ by [27], [3], [42], [35], [2], [34]. Relations to the Remez exchange algorithm [18], [39] were suggested by [3], to homotopy [45], and to Karmarkar’s linear programming algorithm [50] by [42], [47]. Applications of IRLS algorithms to complex Chebyshev approximation in FIR filter design have been made in [25], [20], [22], [51], [4] and to 2-D filter design in [19], [5]. Application to array design can be found in [52] and to statistics in [16].

The papers [12], [54] unify and extend the IRLS techniques and applies them to the design of FIR digital filters. They develop a framework that relates all of the above referenced work and shows them to be variations of a basic IRLS method modified so as to control convergence. In particular, [12] generalizes the work of Rice and Uswin on Lawson’s algorithm and explain why its asymptotic convergence is slow.

The main contribution of these recent papers is a new robust IRLS method for filter design [10], [11], [54] that combines an improved convergence acceleration scheme and a Newton based method. This gives a very efficient and versatile filter design algorithm that performs significantly better than the Rice-Uswin-Lawson algorithm or any of the other IRLS schemes. Both the initial and asymptotic convergence behavior of the new algorithm is examined [54] and the reason for occasional slow convergence of this and all other IRLS methods is presented.

It is then shown that the new IRLS method allows the use of $p$ as a function of frequency to achieve different error criteria in the pass and stopbands of a filter. Therefore, this algorithm can be applied to solve the constrained $L_p$ approximation problem. Initial results of applications to the complex and two-dimensional filter design problem are also presented.

When used for the range $1 < p < 2$, the new IRLS algorithm works well in outlier suppression in data and in finding sparsity for data compression.

Although the traditional IRLS methods were sometimes slower than competing approaches, the results of this paper and the availability of fast modern desktop computers make them practical now and allow exploitation of their greater flexibility and generality.

7 Convergence

Both theory and experience indicate there are different convergence problems connected with several different ranges and values of $p$. In the range $1.5 \leq p < 3$, virtually all methods converge [26], [16]. In the range $3 \leq p < \infty$, the basic algorithm diverges and the various methods discussed in this paper must be used. As $p$ becomes large compared to 2, the weights carry a larger contribution to the total minimization than the underlying least squared error minimization, the improvement at each iteration becomes smaller, and the likelihood of divergence becomes larger. For $p = \infty$ the optimal approximation solution to (2) is unique but the weights in (6) that give that solution are not. In other words, different matrices $W$ give the same solution to (2) but will have different convergence properties. This allows certain alteration to the weights to improve convergence without harming the optimality of the results [34].

In the range $1 < p < 2$, both convergence and numerical problems exist as, in contrast to $p > 2$, the IRLS iterations are undoing what the underlying least squares is doing. In particular, the weights near frequencies with small errors become very large. Indeed, if the error happens to be zero, the weight becomes infinite because of the negative exponent in (6). A small term can be added to the error to overcome this problem. For $p = 1$ the solution to the optimization problem is not even unique. The various algorithms that are presented are based on schemes to address these problems.

For some applications, the convergence is not robust. In these cases, the use of an adaptive step size can
considerably improve convergence but at the expense of speed [54][55]. For large and small $p$, the weight functions $w_i$ are not unique even though the solution is unique [54]. This allows flexibility that prevents the occurrence of very large or very small weights [34].

One of the most versatile modifications of the basic IRLS algorithm is the use of different powers $p$ for different equations in (2). For filters, this allows an $l_2$ approximation in the passband and, simultaneously, an $l_\infty$ approximation in the stopband [12]. Another powerful modification is to use a polynomial error measure such as

$$q = \sum_i |e_i|^2 + K|e_i|^{100}$$

in the IRLS algorithm. The first term dominates for $e_i < 1$ and the second term dominates for $e_i > 1$ which gives a constrained least squares approximation which is a very useful result [12], [14], [13], [54]. There are other modifications which can be made for specific applications where no alternative methods exist such as with 2D approximation [5] and cases where the error measure is not a norm nor even convex. Obviously, there are huge convergence problems but it is a good starting point. Still another application is to the design of recursive or IIR filters. It is possible to formulate these filters as a matrix multiplication and pose an iterative algorithm to find an optimal solution [56], [54], [38], [9].

A particular convergence problem that many iterative algorithms have is to have the error measure decrease for several iterations, then increase. This happens with Newton type algorithms when the function and its derivative are near zero giving a correction term approximately equal to zero over zero, or, indeterminate. This happens when finding a high order zero and that is similar to IRLS and $||e||_p$, with a large $p$. One method used by Yagle [59] is to not iterate, but simply make one or two corrections for each of a fixed number of homotopy steps. This needs more investigation.

8 Summary

The individual ideas used in an IRLS program are

- The basic IRLS algorithm of (12),(14),(15),(19) and Program 1. [32]
- Adding a partial update to the iterations as in (20) with optimization of the amount of update [31].
- Choosing an update to give a Newton’s method as in (21) and Program 2. [27], [30]
- Applying homotopy by increasing $p$ each iteration as in Program 2. [30], [24], [12]
- Adaptive step size on partial updating and/or homotopy [55], [54]
- Allowing $p$ to vary with different equations allowing a mixture of approximation criteria [4], [12]
- Using $p$ less than one, even zero. [59]
- Using a polynomial error measure as in (25) to give a near constrained least squares approximation. [12]
- Using weighting envelopes to stabilize convergence for very large $p$[54]
- Applying IRLS to complex and 2D approximation, to Chebyshev and $l_1$ approximation, to filter design, outlier suppression in regression, and to creating sparse solutions [4], [5].

Iteratively Reweighted Least Squares (IRLS) approximation is a powerful and flexible tool for many engineering and applied problems. By combining several modifications to the basic IRLS algorithm, one can have a fast and robust approximation tool. But, while proofs of convergence can be given for individual parts of the combined algorithm, no formal proof seems to be possible for the combination.

9 Iterative Least Squares

The algorithm for iterative reweighted least squares approximation can be generalized to allow updates in the iterations other than on the weights. This is called iterative least squares and it includes IRLS as a special case where the iteration is on the weights. In all cases, the power and easy implementation of LS is the driving engine of the algorithm. In most, the algorithm is posed as a successive approximation in
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the form of a contraction map. An example of that is the design of a digital filter using optimal squared magnitude approximation. The ILS algorithm sets a desired magnitude frequency response and finds an optimal approximation to it by iteratively solving an optimal complex approximation (which we can easily do).

Start with a specified desired magnitude frequency response and no specified phase response. Apply a guess as to the phase response and construct the desired complex response. Find the optimal least squares complex approximation to that using formulas. Take the phase from that and apply it to the original desired magnitude. Then, do another complex approximation. In other words, we keep the ideal magnitude response and update the phase each iteration until convergence occurs (if it does!). These ideas have been used by Soewito [46], Jackson [29], Kay and probably others.
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